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Abstract

Linear differential equations with polynomial coefficients are studied. Solutions near the origin and infinity
are presented for the differential equations of the second order and with two blocks of classified terms, where
the solutions u(t) near the origin and infinity are assumed to be expressed by a power series of ¢ and ¢!,
respectively, multiplied by a power of t. In the present study, it is shown that the function which is obtained
from any of these solutions by multiplying e®¢ or €/* or (1— t/a)?, is a solution of a differential equation with
two or three blocks of classified terms, where o and 3 are constants. Discussions are given also of multipliers

¢ or ¢#/*’. The studies are mainly made for the cases in which the singularities of the differential equation
do not change, but some studies are given for the cases when the singularities change.
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1 Introduction

In [1, 2], differential equations of order I, € Z~o, with coefficients of polynomials, are studied. They take the
form:

le %) k le k
m d 2 3 d
Z Z ak,mt T u(t) = g(ak,o +ap1-t+ag -t fapz-tT+-)- e u(t)

k=0 m=0 0

k
0, t>0, (1.1)

where ay,m for k € Z[O,lz] and m € Z~_; are constants. It was assumed that a finite number of the constants
are nonzero.

Here R and Z are the sets of all real numbers and all integers, respectively, and Z,,) = {n € Z|a < n < b} for
a,b € Z satisfying a < b. We also use C which is the set of all complex numbers, and Zs, = {n € Z|n > a},
Zeo={n€Zn<a}foracZ and Ry, = {x € Rlz > a} for a € R.

In [1], the terms of Equation (1.1) are reassembled as
o
> Diu(t) =0, t>0, (1.2)
l=—oc0

where
_ la d*
Diu(t)= > arx -tk_lwu(t), (1.3)
k=max{0,l}

each of Diu(t) is called a block of classified terms.

When I, = 2, Equation (1.2) is expressed as

Diu(t) + Diu(t) + Diu(t) + Dy 'u(t) + Dy 2u(t) +--- =0, t>0, (1.4)
where
~ d? ~ 2 ~ d? d
2 1 0 2
Dt:a2,0'@7 Dy =a2,1't@+a1,0'£7 Dy =az2-t @-ﬁ-al,l'ta-f—ao,o,
~ d? d ~ d? d
1 3 2 2 4 3 2
Dy " =az3-t w-i-alg't a-i-ao,lt, Dy =aza-t @‘Fal,S't a-l-aozt y o (1.5)

When we discuss a differential equation of order I, the following condition is adopted.

Condition 1.1. We consider such a differential equation is not regarded as a differential equation of u’(t), so
that 3 >°_ |ai,,m| # 0 and > |ao,m| # 0.

In [1], special attention is focussed on Equation (1.4) for the case in which there exist two nonzero blocks of
classified terms, so that the equation is expressed as

Diu(t) + D™ u(t) =0, m € Zso, (1.6)
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Remark 1.1. By Equation (1.5) for I, = 2, we see that Equation (1.6) for I = —1,—2,... are equivalent to
the one for [ = 0, and the differential equation for [ = 1 is equivalent to the one for I = 0 when ag,0 = 0. We
note that the differential equation for | = 2 is equivalent to a special one for [ = 0. Hence we study only the
differential equation for [ = 0.

In [1, 2], special attention is focussed on the solutions of

D{u(t) + Dy 'u(t) =0, (1.7)
for l, = 2.
We study the differential equations belonging to Equation (1.7) for I = 0 which are given by

ngu(t) + 3D[1u( ) = 5/2 QD?(CL b) ( ) + (51 1Dt( ( ) — (52t QDt( b) (t) — 01t - 1D?(d)u(t)

Ju
— (65 2D (a, B) — 82t - 2D0(a, B)Ju(t) = (18)
2D}u(t) +2D; 'u(t) = [2D¢(a,b) — b1t - 1D} (€) — dot] = [ D} (a b~ 8ut DO u(t) =0, (1.9)
1DPu(t) + 3D; M u(t) = [61 - 1D7 (¢) — So + t - 2 DY (@, b)]u(t) = [61 - 1DF(C) + t - 2 DY (@, b)]u(t) = 0,
(1.10)
where 65, 61, 62, 61, 6o, a, b, ¢, B =b+2 5, ,C=c— g—?, i, b ¢ B=b+ g—? and C =&+ g—(l’ are constants, and
0 5 d? d 0 d
2DY(a,b) =t ﬁ+(1+a+b)td— + ab, 1Dt(C):t'a+C- (1.11)

In [2], we studied the solutions of Equations (1.8)~(1.10), by using the equations which are obtained from them
1

by putting = ; and @(x) = u(t). They are obtained with the aid of the following lemma.

Lemma 1.1. Let z = 1, @(z) = u(t), and 1D} (c) and 2D (a,b) be given in Equation (1.11). Then

t%u(t):—m%ﬁ(cc), tz%u( t) = [z° d— +2 di]ﬁ("”)’ (1.12)
1DY(e)u(t) =—1D2(—c)a(z), 2Dy (a,b)u(t ) = DY (—a, —b)i(x). (1.13)

As a consequence, corresponding to Equations (1.8)~(1.10), we have the following equations:

[=02 - 2D3(—a, —b) + 61 - 1D (—a) + 84z - 2Dy (—a, —b) — 81z - 1D (—a)]i(x)

=[—02 - 9D2(—a, —B) + 04 - 9D (—a, —B))a(z) = 0, (1.14)
[61 - 1D2(—5~) — 00+ z - 9DY(—a, —b)i(x) = [6: - 1D2(—~C~‘) + 2 - 9DY(—a, —b)i(x) = 0, (1.15)
[2DY(—a, —b) — 612 - 1 DY (—¢) — Soz]iu(x) = [2DL(—a, —b) — 61z - 1 DY (—C)]a(z) = 0. (1.16)

Remark 1.2. We note that (i) Equation (1.16) is obtained from Equation (1.9), by replacing ¢ by z, u(t) by
(x), a by —a, b by —b, & by —¢, and C by —C, (ii ii) Equation (1.15) is obtained from Equation (1.10), by
replacing ¢ by z, u(t) by @(z), @ by —a, b by —b, ¢ by —¢, and C by —C, and (iii) Equation (1.14) is obtalned
from Equation (1.8), by replacing ¢ by z, u(t) by @(z), a by —a, b by —b, @ by —a, b by —b, and 82 by

Notation 1.1. We denote Equation (1.9) for §1 # 0 and do = 0, and for 61 = 0 and do # 0, by Equations (1.9-1)
and (1.9-0), respectively, and those for Equation (1.10) by Equations (1.10-1) and (1.10-0), those for Equation
(1.15) by Equations (1.15-1) and (1.15-0), and those for Equation (1.16) by Equations (1.16-1). and (1.16-0).
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The special one of Equation (1.8) given by

(td—2+cd) (t) — [tzd—2+(1+a+5)ti+a5}u(t) =0 (1.17)
dt2 " dt dt? dt - '
is the hypergeometric differential equation. The hypergeometric function given by

2Fi(a, b; Gt)= (k)'lzc(;;zktk’ (1.18)

is a solution of Equation (1.17), where (a)x for a € C and k € Z~_; denote (a)r = an;lo(a +m) if k£ > 0, and
(a)o = 1if k = 0.
The special one of Equation (1.9-1) given by

(t% + cj Yu(t) — (t% +a)u(t) = 0, (1.19)

is Kummer’s differential equation. The confluent hypergeometric function given by

VFi(@et) =Y (“)’“ t* (1.20)

is a solution of Equation (1.19).

The special one of Equation (1.9-0) given by

(tﬁ + ci) (t) —u(t) =0 (1.21)
dt2 " dt - '
has the solution given by
oo 1 X
Fi(5e2) = t". 1.22
oFiGez) =) O (1.22)
k=0
The special one of Equation (1.10-1) given by
d 5 d’ _osod s
—u(t) — [t" =% 1 b)t— blu(t) = 1.2
Sult) = [ + (L D+ ablu(t) =0, (1.23)
has the solution given by
_ = o (@) (b)k
2Fo(a,by3t) = %tk. (1.24)
k=0

Remark 1.3. The functions in Equations (1.18), (1.20) and (1.22), are divergent at ¢t # 0, if ¢ € Z<1. The
function in Equation (1.20) is a polynomial if a € Z<1, and the functions in Equations (1.18) and (1.24), are
polynomials if a € Z<1 or b € Z<1. If otherwise, they are infinite series. Then as functions of ¢ € C, the
functions in Equations (1.20) and (1.22), are entire functions, and the functions in Equations (1.18) and (1.24),
have radius 1 and 0, respectively, of convergence.

Remark 1.4. Laguerre’s differential equation is a special one of Kummer’s differential equation; see Chapter
VIII in [3], and Chapter 13 in [4].

In [5, 6, 7], the solutions of Kummer’s and the hypergeometric differential equation, given by Equations (1.19)
and (1.17), were studied with the aid of distribution theory, and of the AC-Laplace transform, that is the Laplace
transform supplemented by its analytic continuation. In the study, the following condition was adopted.
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1

F(u)t”fl for t > 0 and v € S, where S is a

Condition 1.2. u(t) is expressed as a linear combination of g, (t) =
set of v € Ry _p\Z<1 for some M € Zs_1.

We then express u(t) as follows:

u(t) => F(ly)t”*l, (1.25)

where u,,—1 € C are constants. Because of this condition, we obtained the solutions which are expressed by a
power series of ¢ multiplied by a power t“:

u(t) =t pet”, (1.26)
k=0
where @ € C\Z<o, pr € C and po # 0. The solutions are obtained in [1], by the method of Frobenius; see

Section 2.4.1 in [8].

In [1], every equation of Equation (1.6) for m € Zx is shown to reduce to a differential equation of the form
of Equation (1.7) by a change of variable. The following discussions are related with Equations (1.8)~(1.10),
except in Section 3.4 where a case of m = 2 is treated.

In [9], the asymptotic behaviors as t — oo are discussed for the confluent hypergeometric function, which is a
solution of Kummer’s differential equation, in the standpoint of fractional calculus.

In [2], solutions u(¢) of Equations (1.8)~(1.10), near infinity, are obtained with the aid of corresponding solutions
t(x) of Equations (1.14)~(1.16), around the origin, in the form:

u(t) = t* qutfk =a(z) =2~ quxk, t = % — 00, (1.27)
k=0 k=0

where a € C\Z<«o, g € C and go # 0 are constants. Then the solutions @(z) of the latter, near infinity, are
obtained from the solutions u(¢) of the former, around the origin, in the form:

~ —x - - « - 1

1.1 Singular points of Equations (1.8)~(1.10) and (1.14)~(1.16)

Remark 1.5. In Section 2.4 of [8] and Section 7.21 of [10], terminologies ”regular singular point” and ”irregular
singular point” are used. For a differential equation, which is expressed by

d? d
[(t = ¢)® =5 + (t — o)p(t) = + a(B)]u(t) =0, (1.29)
dt dt
where c is a constant, and p(t) and ¢(¢t) are rational functions of ¢. The point ¢ = c is called a singular point, if

(t) (t)
7 or (tq—c)2

t = ¢, according as both p(t) and ¢(t) are analytic in a neighborhood of the point ¢t = ¢, or not so.

is not analytic at c¢. If the point ¢ = ¢ is a singular point, it is said to be regular or irregular at

In discussing the solutions around a singular point ¢, s-rank R(c) was introduced by
R(c) = max{1, K1(c), K2(c)/2}, (1.30)

n [11], and by R(c) = max{Ki(c), K2(c)/2} in [12], where Ki(c) and K2(c), respectively, are the multiplicities
of the poles of % and (tq_@)Z at t = ¢. According as the singular point is regular or irregular, R(c) < 1 or
R(c) > 1.
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Notation 1.2. When ¢ # oo, we use notations R(c), Ki(c) and K2(c) for Equations (1.8)~(1.10), and notations
R(c), K1(c) and Ka(c), in place of R(c), Ki(c) and Ka(c), for Equations (1.14)~(1.16). When ¢ = oo, we put
R(c0) = R(0), K1(c0) = K1(0), Ka(c0) = K2(0), R(c0) = R(0), K1(00) = K1(0) and Ko(co) = K2(0), for each
pair of Equations (1.8) and (1.14), (1.9) and (1.15), and (1.10) and (1.16).

Lemma 1.2. We present a method of obtaining K1(0) and K2(0) for a differential equation of the form:

2 d
et Py (t)t - P Py(8)]u(t) =0, (1.31)
where Py(t), Pi(t) and Pa(t) are polynomials of t. Let po be the power of t in the lowest order term in Po(t),

and p1 and p> are those in P1(t) and P (t), respectively. Then Remark 1.5 shows that K1(0) and K2(0) of this
equation are given by K1(0) = po+ 2 —p1 —1 and K2(0) = po + 2 — pa.

[Po(t)t”

Lemma 1.3. We put x = 1 and @(z) = u(t). When u(t) satisfies (1.31), by Lemma 1.1, the equation which
u(x) satisfies, is given by
1., d& 1 d 1 d 1.,
Pz == 4+ 2Py ( - — — Pi(z - — + Py(= =0. 1.32
e LranGe &bl Ly pa = o (132
Let qo be the power of t in the highest order term in Po(t), and g1 and g2 are those in Pi(t) and Pa(t), respectively.
Then K1(0) and K2(0) of this equation are given by K1(0) =Max{q1 — qo + 1,1,0} and K2(0) = q2 — qo + 2.

Remark 1.6. By the terminology given in Remark 1.5, the point ¢ = 0 is a regular singular point of Equations
(1.8) and (1.9), and it is an irregular singular point of Equations (1.10-1) and (1.10-0). In fact, for the latter
two equations, we have R(0) = 2, K1(0) = 2 and K2(0) = 3 or 2, and R(0) = £, K1(0) = 1 and K»(0) = 3,
respectively. Applying Frobenius’ method, we see that there exist two and one solutions of the form of Equation
(1.26) for Equations (1.8) and (1.9), and Equation (1.10-1), respectively, and there exists no solution of that
form for Equation (1.10-0).

Remark 1.7. The point z = 0 is a regular singular point of Equations (1.14) and (1.16), and an irregular
singular point of Equations (1.15-1) and (1.15-0). In fact, for the latter two equations, we have R(0) = 2,
K1(0) = 2 and K5(0) = 3 or 2, and R(0) = 3, K1(0) = 1 and K»(0) = 3, respectively. Applying Frobenius’
method, we see that there exist two and one solutions of the form of Equation (1.27) for @(z), for Equations
(1.14) and (1.16), and Equation (1.15-1), respectively, and there exists no solution of that form for Equation
(1.15-0).

From Notation 1.2 and these remarks, we obtain the following remarks.

Remark 1.8. The point £ = oo is a regular singular point of Equations (1.14) and (1.15), and it is an irregular
singular point of Equation (1.16). There exist two and one solutions of the form of Equation (1.28) for 4(x) for
Equations (1.14) and (1.15), and Equation (1.16-1), respectively, and there exists no solution of that form for
Equation (1.16-0).

Remark 1.9. The point of ¢ = co is a regular singular point of Equations (1.8) and (1.10), and an irregular
singular point of Equation (1.9). There exist two and one solutions of the form of Equation (1.27) for u(t),
for Equations (1.8) and (1.10), and Equation (1.9-1), respectively, and there exists no solution of that form for
Equation (1.9-0).

In Section 2, we present a theorem which summarizes the results for the solution of the forms of Equations
(1.26) and (1.27) for Equations (1.8)~(1.10), and those of the forms of Equations (1.27) and (1.28) for Equations
(1.14)~(1.16), given in [1, 2].

1.2 Transformation of a differential equation via a function

Remark 1.10. In Section 7.3 of [10], discussion is made of the asymptotic solution for the case when the point
of infinity is an irregular singular point.
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For Equation (1.9), R(c0) = K1(00) = K1(00) = 2 and then we obtain the asymptotic solution of the form:
oo}
u(t) = My gt (1.33)
k=0

where o and (1 are constants.

For Equation (1.10), the origin is an irregular singular point. In this case, R(0) = K1(0) = K1(0) = 2 we have
a solution of the form:

o0
u(t) = MY " prt®, (1.34)
k=0

by the corresponding argument.

In discussing the solutions of Kummer’s differential equation, we often meet solutions of the form
oo
ey " pit, (1.35)
k=0

where « and (31 are constants. We also meet such differential equations, that the equations are not of the form
of Equations (1.8)~(1.10), but their solutions are of the form of Equation (1.35). This type of problems are
discussed in Section 1.1.2 of [12].

Remark 1.11. In [12], discussion is presented on the equations of the form:

L.y(z) := [Po(z)Di + Pi(2)D; + P2(2)]y(z) =0, (1.36)

where Py(z), Pi(z) and P(z) are polynomials of z, and D. represents . For these equations, s-homotopic

transformation, that is a transformation without increasing the singularities, is proposed, where function G(z)
is introduced, and then transformations of L. and y(z), L. and v(z), are defined by L. = G(2)L.G(z)™" and
v(z) = G(2)y(2), so that Equation (1.36) is transformed to L,v(z) = 0. In [12], a general discussion is given on
this problem, where Kummer’s equation and the hypergeometric equation are treated as special examples. We

now call this transformation of a differential equation the transformation via multiplier or function G(z).

B1 Bat

In Section 3, we present the transformation of Equation (1.9) via multiplier e or e 2, where (81 and (3 are
constants. In Section 4, we present the corresponding study for Equation (1.10). As a consequence, we obtain
a set of solutions of the form of Equation (1.26) or (1.27), and those multiplied by e®1* or e/t for Equations
(1.9) and (1.10). In these cases, the original equations have one regular singularity at 0 and one irregular one
at oo, which are not changed by the transformations.

In discussing the solution of the hypergeometric differential equation, we often write solutions which are of the
form of Equation (1.26) multiplied by (1 — t)#.

In Section 5, we obtain a transformed equation of Equation (1.8), by a transformation via multiplier (1 — t)®.
As a consequence, we obtain a set of solutions of the form of Equation (1.26) or (1.27), and those multiplied by
1- t)B, for Equation (1.8). In these cases, the original equations have two regular singularities at 0 and 1, and
one irregular one at co, which are not changed by the transformations.

In Section 3.6, we present the transformation of Equations (1.9) via (1 —#)?. In this case, the original equation
has one regular singularity at 0 and one irregular one at oo, but the transformed equation has two regular
singularities at 0 and 1, and one irregular one at co. We note that the transformed equation for § = —1 is
an example of the differential differential equation for which Stewart [14] discussed the asymptotic form of the
solution around co. In the present example, we have explicit expressions of the solution.

In Sections 5.3 and 5.4, we present the transformation of Equation (1.8) via e®1t and eBl/t, respectively. In these
cases, the original equation has three regular singularites at 0, 1 and oo, but the transformed equation has two
regular singularities at 0 and 1, and one irregular one at co.
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2 Solutions of Equations (1.8)~(1.10) and (1.14)~(1.16)

The following theorem is based on Theorem 2.2 in [1], and Theorem 2.1 and Sections 3.1~3.5 in [2].

Theorem 2.1. We have the following solutions of the forms of Equations (1.26) and (1.27) for Equations

(1.8)~(1.10) and (1.14)~(1.16), where x = 1.

(). Ifa—b¢ Z and a—b ¢ Z, we have two pairs of solutions of Equation (1.8):
02 d2 .\ _ 52

d—a(ot):=(51) R (G—o,B—o;l+a+ B -2 —t), a=a, B, (2.1)
05 63 [

- 05 % \a - - _ = o 0 -

pa(=x):=(=x)" 2Fi(@—a,a—B;1—a— B+2&; —z), a=a, B. (2.2)
3o 02 J2

Here the solutions given in (2.2) are those of Equation (1.14).
(ii). Ifa—b ¢ Z and 61 # 0, we have one pair and one solutions of Equation (1.9):

G—a(01t):=(01t) " 1 F1(C — ;1 +a+b—2a;0t), a=a,d. (2.3)

~ 1 1 A ~ ~ 1
Uy (=) i=(=2)  2Fp(C —a,C — by ; ——a), (2.4)
’ (51 (51 51

where C = &+ g—(l’. Here the solution given by (2.4) is a solution of Equation (1.15).
(iii). If a — b ¢ Z, we have one pair of solutions of Equation (1.9-0):
¢—a(60t) = (50t)_a . ()F1(; l1+a+b— 2(1; 50t), a = a, b. (25)

(iv). Ifa— b ¢ 7 and 61 # 0, we have one and a pair of solutions of Fquation (1.10):

1 1 .- N = 1
Y2—c(51):=(5-1)"" - 2Fo(@— C,b— C55—=1), (2.6)
01 01 01
ba(01x):=(612)% -1 Fi(@—C;1 —a—b+2a;01), &=a, b, (2.7)
where C' = ¢ — g—‘l). Here the solutions given in (2.7) are those of Equation (1.16).

(v). Ifa— b ¢ 7, there exist a pair of solutions of Equation (1.10-0):
ba(60x) :=(80z)* - oF1(;1 — a — b + 2a; 60z), & =a,

(ool

(2.8)
Here the solutions given in (2.8) are those of Equation (1.16-0).

A proof of this theorem is given in Section 2.1.

Remark 2.1. In Theorem 2.1 (i), (ii) and (iii), statement "a — b ¢ Z” appears. When n := —a — (=b) € Z>_1,
we always have solution ¢_,(¢), but have solution ¢_;(t) only if the power series in it is a polynomial of degree
less than n. This type of statement may appear every time when we have two solutions of the form of Equation
(1.26) or (1.27), but it is often omitted in the following.

2.1 Proof of Theorem 2.1

2.1.1 Transformation of Equatiors (1.8)~(1.10) via a power of ¢

Lemma 2.1. Let 2DY(a,b) and 1D} (C) be given in Equation (1.11), u(t) =t~ “ua(t) and o € C. Then
2D (a, b)u(t) =t~ - 29DV (a — o, b — Q)ua(t), 1DY(C)u(t) =t 1DYUC — a)ua(t). (2.9)

In particular, when o = a, we have

[t2d—2 + (1+b—a)ti U (t). (2.10)

0
2D; (0,b — a)uq(t) s dt}
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Proof. When u(t) =t~ “ua(t),

u(t) =t “un (t) — at™ Tug(t), (2.11)
u’ (1) =t “ua” () — 20t ul () + o 4+ 1)t Pug (t). (2.12)
By using these on the lefthand sides of Equation (2.9), we obtain the righthand sides. O

Remark 2.2. Let u(t) be a solution of Equation (1.9), and uq(t) = t*u(t). By comparing an equation which is
obtained by using Equations (2.9) and (2.10) in Equation (1.9), with Equation (1.19), we see that u.(t) is the
confluent hypergeomric function which appears in Equation (2.3) for @ = a. By using b in place of a, we obtain
the corresponding result for u,(t). When 6; = 0 and do # 0, we use Equation (1.9-0) in place of Equation (1.9),
and then by using Equation (1.21) in place of Equation (1.19), we obtain Equation (2.5).

Remark 2.3. Let u(t) be a solution of Equation (1.8), and uq(t) = t*u(t). By comparing an equation which
is obtained by using the first equation in Equation (2.9) for @ = @ and b = b and Equation (2.10) in Equation
(1.8), with Equation (1.17), we see that uq(t) is the hypergeomric function which appears in Equation (2.1) for
a = a. By using b in place of a, we obtain the corresponding result for uy(t).

Remark 2.4. Let u(t) be a solution of Equation (1.10), and uc(t) = t“u(t). By comparing the equation which
is obtained from Equation (1.10), by using a = a, b = b and C' = C in the equations in Equation (2.9), with
Equation (1.23), we see that uc(t) is the function which appears in Equation (2.6).

2.1.2 Transformation of Equations (1.14)~(1.16) via a power of x
Lemma 2.2. Let 2DY(a,b) and 1DY(C) be given in Equation (1.11), @(z) = 2*(z), and a € C. Then
2Dy (—a, —b)i(z) = 2Do (e — a, — b)(xz), 1DYU—C)ii(x) = 1D (a — C)v(x). (2.13)

Proof. We obtain (2.13) from (2.9) by replacing ¢ by z, u by @, v by ¥, a by —a, b by —b, C by —C, and « by
—a. O

Remark 2.5. Remark 1.2 shows that we can obtain (i) Equation (1.16) from Equation (1.9), (ii) Equation
(1.15) from Equation (1.10), and (iii) Equation (1.14) from Equation (1.8). By using these processes, we can
obtain (i) Equation (2.7) from Equation (2.3), and Equation (2.8) from Equation (2.5), (ii) Equation (2.4) from
Equation (2.6), and (iii) Equation (2.2) from Equation (2.1).

2.2 Alternative representation of the solution of Equation (1.15)
In this place, following Equation 13.5.2 of [4], we introduce function U(a;b;t) as follows.

Definition 2.1. Let the solution of Equation (1.9) be given by Equation (2.3). Then

U(C — a; Ao — 20;018) = (81£) ST, Fo(C — oy C — o — Ao + 20 + 1; —i)
1
— (610) Tt Fo(C — a; C — b —ﬁ), a=a,b. (2.14)
1

Notation 2.1. Let ¢_a(61t) be given by Equation (2.3), and qB,a(élt) be given by the equation which is obtained
from Equation (2.3), by replacing ¢ by ¢, and 1 F1 by U.

Lemma 2.3. By Definition 2.1 and Notation 2.1, we can use
~ ~ ~ x x

b_a(61t) =d_p(611) := ww(a) = () LRy (C —a,C — by —

5 (2.15)

571)7
in place of Equation (2.4).
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2.2.1 Alternative representation of the solution of Equation (1.10)

Definition 2.2. Let the solution of Equation (1.16) be given by Equation (2.7). Then

U(a — C; Ao + 2a; 612) = (612) "7 -y Fo(a— C,a— C — Ap 72&+1;;7$)
1
— (612) "% C Ry @ — b — c;;-%), a=a, b (2.16)
1

Notation 2.2. Let ¢a(01t) be given by Equation (2.7), and $&(01t) be given by the equation which is obtained
from Equation (2.7), by replacing ¢ by ¢, and 1F1 by U.

Lemma 2.4. By Definition 2.2 and Notation 2.2, we can use
1

$a(d1z) = dg(1z) == 1/12,—0(%10 = (a )¢ 2Fo(a—C,b—Cs;—

1
50 (2.17)

in place of Equation (2.6).

2.3 Confluence of the solutions of Equations (1.8), (1.9) and (1.10)

Remark 2.6. Weput 6, = 1,8, =0,6, 0,8, #0, B=b, B=0b+ - and @ = ¢ in Equation (1.8), and
tend d2 to 0, and then we obtain Equation (1.9-1). As a consequence, we can confirm that in the limit d2 — 0,
the solutions given in Theorem 2.1(i) converge to those in Theorem 2.1(ii). In [12], this process is called the
confluence process, where d2 = 1. We there replace ¢ by %, and a by ¢ in Equation (1.8), tend b to oo, and then
we obtain Equation (1.9-1).

Remark 2.7. Weput 62 =1,8, =0, 0] #£0,5,#0, B=b, B=b+ % and a = ¢ in Equation (1.8), and tend

8% to 0, and then we obtain Equation (1.10-1) for §; = 67 and dop = 0. As a consequence, we can confirm that in
the limit 65 — 0, the solutions given in Theorem 2.1(i) converge to those in Theorem 2.1(iv). We do not have a
limit of ngbJr(;/l/(;é(éi,) in Equation (2.1).

2

Remark 2.8. We put 61 # 0 and §o # 0 in Equation (1.9), tend 1 to 0, and then we obtain Equation (1.9-
0). As a consequence, in the limit §; — 0, we obtain the solutions given in Theorem 2.1(iii) from those in
Theorem 2.1(ii). We do not have a limit of Equation (2.4).

Remark 2.9. We put 41 # 0 and §o # 0 in Equation (1.10), tend 1 to 0, and then obtain Equation (1.10-
0). As a consequence, in the limit §; — 0, we obtain the solutions given in Theorem 2.1(v) from those in
Theorem 2.1(iv). We do not have a limit of Equation (2.6).

3 Transformations of Equations (1.9) and (1.15)

Equations (1.9) and (1.15) are expressed as follows:

LD0(a,b) — 81t - 1 DY (CY]u(t) = [t2j—; + Aot% +ab— 61t(t% + E)ult) =0, (3.1)
[61-1DY(=C) + - 2D (—a, —b)]a(z) = & (m% —C) 4z -2D2(—a, —b)]a(z) = 0, (3.2)

whereA0:1+a+bandC~':é+g—‘l).
Remark 3.1. By Lemmas 1.2 and 1.3, we have K1(0) = 1, K2(0) = 2, K1(0) = 2 and K>»(0) = 3 for Equation

(3.1), and hence R(0) = R(co) =1 and R(c0) = R(0) = 2. From these, we conclude that Equation (3.1) has a
regular and an irregular singular point at ¢t = 0 and ¢ = oo, respectively, as mentioned in Remarks 1.6 and 1.9.
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Notation 3.1. In the following, we use notations (3.1-1) and (3.1-0), as in Notation 1.1. Here Equation (3.1-0)
is obtained from Equation (3.1) by replacing 61C by do, and the other §1 by 0.

Lemma 3.1. By Theorem 2.1(ii) and Lemma 2.8, if a — b ¢ Z and 6, # 0, Equations (3.1) and (3.2) have the
solutions given by Equations (2.3) and (2.15), respectively.

Lemma 3.2. By Theorem 2.1(ii), if a —b ¢ Z, 61 = 0, and do # 0, Equation (3.1-0) has the solutions given by
Equation (2.5).

3.1 Transformation of Equation (3.1) via an exponential function
Theorem 3.1. Let u(t) be a solution of Equation (3.1), p1 € C\{0}, and

Ay =281 461, Bi=pA+6C, B = 61(81 + 61), (3.3)

which satisfy A2 — 4B = 6%. Then v(t) := e®'*u(t) is a solution of

2D (a, b) — t(Alt% 4 By) + Bot*Jo(t) = 0. (3.4)

In the following, we use notations (3.4-1) and (3.4-0), as in Notation 3.1.

A proof of this theorem is given in Section 3.7.

3.1.1 Transformation of Equation (3.1) via a special exponential function
When §;1 # 0, we choose 51 = —d1, and then Bz = 0, and Theorem 3.1 becomes

Lemma 3.3. Let u(t) be a solution of Equation (3.1). Then vi(t) = e *1*u(t) is a solution of

[QD?(CL, b) + (51t(t% + Ao — é)]’lh (t) =0. (3.5)

Remark 3.2. Equation (3.5) is obtained from Equation (3.1) by replacing C by Ao — C, 61t by —61t, and u by
v1, and hence we obtain the following solutions of Equation (3.5) from those of Equation (3.1) which are given
in Lemma 3.1:

w_a(51t) = (51t)_a . 1F1 (Ao — C — Q] Ao — 20&; —51t), o = a, b, (36)

Poa(01t) = P (01t) = 1/;2,,40—6"’(%) (3.7)

o)
Here 1/;,a(51t) is given by the equation which is obtained from Equation (3.6), by replacing ¢ by ¥, and 1 F} by
U, as in Notation 2.1.

3.1.2 Solutions of Equations (3.1), (3.2) and (3.4)

We now present a lemma which is obtained by replacing the roles of Equations (3.1) and (3.5) in Lemma 3.3,

and hence replacing 6; by —d1, C by Ao — C, and u by v;.
Lemma 3.4. When vi(t) is a solution of Equation (3.5), u(t) = e’**v1(t) is that of Equation (3.1).

Lemma 3.5. Lemma 3.1 and Lemma 3.4 with Remark 3.2 show that we have the following eight solutions of
Equation (3.1) :

T

b_a(d1t) = Y_o(018), a=a, by ¢_a(61t) = d_p(01t) := ‘527@(5*)’

1
o (61t) = €M)y (61t) = e‘“/%z,Ao,c(i

5, )- (3.8)
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Remark 3.3. The third and fourth pairs of solutions in Equation (3.8) are the asymptotic solutions of
Equation (3.1), of the form of Equation (1.33), which appear when R(co) = 2, as mentioned in Remark 1.10.

Lemma 3.6. Theorem 3.1 and Lemma 3.5 show that the functions given in Equation (3.8), multiplied by e°**
or 1% are solutions of Equation (3.4).

3.1.3 Transformation of Equation (3.1-0) via an exponential function
We put 41 = 0 and dp # 0, we obtain the following theorem from Theorem 3.1.

Theorem 3.2. Let u(t) be a solution of Equation (3.1-0), f1 € C\{0}, and Equation (3.4-0) denote (3.4) in
which A1, B1 and By are given by Ay = 281, B1 = AoB1 + 6o and Bs = %, which satisfy A? = 4B,. Then
v(t) = e®1tu(t) is a solution of Equation (3.4-0).

Lemma 3.7. Theorem 3.2 and Lemma 3.2 show that the functions given in Equation (2.5), multiplied by et
are solutions of Equation (3.4-0).
3.2  Eight solutions of Kummer’s differential equation (1.19)

When b=0,61 =1,8 =0,é=aand a =c—1, Ao = ¢, C = &, and Equation (3.1) becomes Kummer’s
differential equation (1.19), and hence Lemma 3.5 shows that we have the following solutions of Equation (1.19):

Go(t)=e"Yo(t), dr—c(t) =ePrc(t), Go(t) =d1-c(t), e'ho(t) = et c(t), (3.9)

where
Go(t) :=1F1(a;¢c;t), ¢1-c(t) :=t"" - 1F(a+1—¢2—ct), (3.10)
Yo(t):=1Fi(c—a;ct), vio(t) =t 1 F(1—a;2—ct), (3.11)

and ¢o(t), d1—c(t), Yo(t) and 1 _.(t) are given with the aid of Equations (3.10) and (3.11) as in Notation 2.1
and Remark 3.2.

These solutions of Equation (1.19) are called Kummer’s eight solutions; see Equations 13.1.12~14 in [4].

Remark 3.4. The last pair of solutions in Equation (3.9) are the asymptotic solutions of Equation (1.19), which
are solutions of the form of Equation (1.33), mentioned in Remark 1.10.

3.3 Whittaker’s differential equation

We write Whittaker’s differential equation as

d? 1 1
2 2 2 o
¢ dtQW(t) + (4 pot Rt — ot YW (t) =0, (3.12)

see Section 16.1 of [13], Section 7.1 of [3], and Equation 13.1.31 of [4]. We see that this equation is Equation
(3.4) in which v = W, and

1+a+b=0, ab:Zf,u, A1 =0, Bi=-k, By=--. (3.13)

We now consider a, b, Ao, 81, 8o, B1, C and & which are given by do = 0 and

1 1 1 ~
a=—-p—=, b=p—=, Ag=0, =1, f=—=, C=¢é=—k, (3.14)
2 2 2
so that Equations (3.3) and (3.13) are satisfied. In using the solutions of Equation (3.1) given by Equation (3.8),
we use ¢x,—q in place of ¢_, given in Equation (2.3) and ¢_,,—o in place of ¢_, given in Equation (3.6).
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Lemma 3.6 shows that the equations in Equation (3.8), multiplied by €A1t give solutions of Equation (3.12). In
fact, if 2u ¢ Z, the first two pairs of solutions in Equation (3.8) then give Whittaker’s functions:

Myy(t) := P 1 (8) = Moy u(t) = 1 (8), (3.15)
where
Pt 3 (1) =t Py (FR bk %; 2p + 1, £1), (3.16)
see Section 16.10 of [13]; and the last two pairs of solutions there give
Wenu(t) =€ 26, 1 () = Wi (1) i= €726, 1 (0), (3.17)

where qgi,w#% (t) are given with the aid of Equation (3.16) as in Notation 2.1 and Remark 3.2, see Section 16.3
of [13], and Equations 13.1.32 and 13.1.33 in [4].

3.4 Parabolic cylinder function
The differential equation satisfied by the parabolic cylinder functions is

(s F 12 — ) =0, (3.18)

see Chapter VI, Section 4 in [3], Chapter 19 in [4].
We put ¢ = 2? and v(t) = w(z). Then we have the following equation for v(t):

2
(4t - % + 2% lt —a)u(t) = 0. (3.19)

This equation can be regarded as Equation (3.4), in which a =0, b = —%, do =0, and

- 1.
A1=201+61 =0, B = (1 + b)ﬁl +¢d = Za7 Bs = (161 + ﬁl :FE (3.20)
The parameters a, b, Ao, do, 91, b1. C and & which satisfy these, are given by dp = 0 and
1 1 1 1 1 S | a
a’_07 b__ia Ao_ﬁa 51_§qia ﬁl__ié-l__zqiv C_C_Z+2(Ii7 (321)

where ¢+ represents 1 or —1, and g— represents i or —i. The solutions of Equation (3.19), given in Lemma 3.6,
are

e 701200 (51t) = 2124 (611), 6761t/2¢1/2(51t) = 651t/2w1/2(51t)7

2o (81t) = 2y o (1), e M Pho(d1t) = e OBy 1o (01t), (3.22)
where 61 = %qi,
1 a 1 3 a 3
¢0(61t) = 1F1(Z + 2(]7; 5;(5125), ¢1/2(51t) = (61t)1/2 . 1F1(Z + — 2 2 51t) (3.23)
1 a 1 3 a 3
'¢0((51t) = 1F1(1 - qu; 5;51t), ¢1/2((51t) = (51t)1/2 . 1F1(1 — T 5 (5 t) (3.24)

and ¢o(011), ¢~>1/2(61t), Yo(d1t) and 1[11/2(51t) are given with the aid of Equation (
Remark 3.2.

w

.23) as in Notation 2.1 and

The corresponding solutions of Equation (3.18) are obtained from Equation (3.22), by replacing t by z. The
first three solutions thus obtained, for ¢4 = 1, are given in Equations 19.2.1~19.2.4, 19.8.1 and 19.8.2 in [4] for
a=a.
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3.5 Transformation of Equation (3.1) via a product of two exponential
functions

Theorem 3.3. Let u(t) be a solution of Equation (3.1), B1 € C, B2 € C\{0}, and

A1=201+61, Asx=—4F2, B1=Aof1+ 051,

By =07 + 5161 — 2(1 + Ao)B2, Bz =2(281+ 61)B2, By =463, (3.25)
so that
B B
ﬁ = A;; = B, A?—212By — (1+ Ao)As] =67 #0, (3.26)

are satisfied. Then w(t) = eP2t’ eP1tu(t) is a solution of
0 d 2 d 3 4
[2Dt (a, b) — t(Alta =+ Bl) +t (Agta =+ Bz) + Bst® + Byut ]w(t) = 0. (3.27)
This fact and Lemma 3.4 show that the functions given in Equation (3.8), multiplied by eBQtze*Blt, are solutions
of Equation (3.27).
A proof of this theorem is given in Section 3.7.

Remark 3.5. By using Lemmas 1.2 and 1.3 for Equation (3.27), we obtain R(0) = 1, and K1(0) = 2, K2(0) = 4,
and hence R(oo) = R(0) = 2. This shows that we have the same singularities for this equation as for Equations
(3.1) and (3.4).

In the following, we use notations (3.27-1) and (3.27-0), as in Notation 3.1.

3.5.1 Transformation of Equation (3.1-0) via a product of two exponential functions
Theorem 3.4. Let u(t) be a solution of Equation (3.1-0), f1 € C and 2 € C\{0}, so that

B;s B
ﬁ - Af = —fa, A} —2[2Bs — (1+ Ag)A2] =0, (3.28)

are satisfied. Then w(t) = €ﬂ2t2651tu(t) is a solution of Equation (3.27-0), and hence the functions given in
Equation (2.5), multiplied by eP2t? eP1t, are solutions of Equation (3.27-0).

See Theorem 3.3 for the case in which the second equation in Equation (3.28) is not satisfied.

3.6 Transformation of Equations (3.1) and (3.1-0) via a function
Theorem 3.5. Let u(t) be a solution of Equation (3.1), and 8 € C\{0}. Then v(t) = (1 — pt)’u(t) is a solution
of
2D} (a,b)o(t) + [2p8(1 — pt) ™' = 61t - t%w(t) + B+ B (1 — pt)~?
+ pB(A¢ — 81t)t(1 — pt) ' — 6:Ct]u(t) = 0. (3.29)

This fact and Lemma 3.5 show that solutions of Equation (3.29) are obtained from the first two pairs of functions

given in Equation (3.8), by multiplying (1 — pt)®, and from the last two pairs of functions, by multiplying
1

(o) (1~ 2)°.

In the following, we use notations (3.29-1) and (3.29-0), as in Notation 3.1.

A proof of this theorem is given in Section 3.8.
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Lemma 3.8. Theorem 3.5 and Lemma 3.2 show that the functions given in Equation (2.5), multiplied by
(1 — pt)?, are solutions of Equation (3.29-0).

By putting 8 = —1 in (3.29) and then multiplying it by (1 — pt), we obtain

Lemma 3.9. Let u(t) be a solution of Equation (3.1), and

A :2p+(51, B1 :pA0+5lé7 A2:(51p, B-> :p51(1+0). (3.30)

Then v(t) = (1 — pt) " u(t) is a solution of

[(1— pt) - 2DY(a,b) — t(A; ~t% + By) 4+ t*(Ay - t% + Bo)Ju(t) = 0. (3.31)

The solution of Equation (3.31) are given by those of Equation (3.29) in Theorem 8.5 for f = —1.

Lemma 3.10. Let u(t) be a solution of Equation (3.1-0), and Equation (3.31-0) be Equation (3.31), in which
A1 =2p, By = pAo + 8o, A2 =0 and Bs = pdo. Then v(t) = (1 — pt) " *u(t) is a solution of Equation (3.31-0),
and hence the functions given in Equation (2.5), multiplied by (1 — pt)™", are solutions of Equation (3.31-0).

Remark 3.6. In this case, the original Equation (3.1) has one regular singularity at 0 and one irregular one
at oo, but the transformed Equations (3.29) and (3.31) have two regular singularities at 0 and 1, as shown by
Remark 1.5, and one irregular one at co, with R(co) = R(0) = 2, since Lemma 1.3 shows that K;(0) = 2 and
K2(0) = 3. We note that the transformed Equation (3.31) is an example of the differential equation, of which
Stewart [14] discussed the asymptotic form of the solution around co. In the present example, we have explicit
expressions of the solutions given in Lemma 3.9 for g = —1.

3.7 Proofs of Theorems 3.1 and 3.3

Theorems 3.1 and 3.3 are proved with the aid of the following lemma.

Lemma 3.11. Let v(t) = ¢’ u(t). Then

d ooy Do gt o Bt o nd
tdtu(t)—tdt le v(t)] = te [dtv(t) nBnt"™ v (t)], (3.32)
d? > _g 4n _p e d? 1 d
2 4" _2 @ Bt 42, Bnt" & _ n—1%
t pre u(t)=t preis v(t)] =t"e [dtQU(t) 2nBnt dtv(t)
—n(n —1)B,t" 2u(t) + n?B2t*"u(t))]. (3.33)
By using these, with Equation (1.11), we obtain
Bnt™ 50 gt ,2 d° A d
e 2Di (a,b)u(t)=e [t e + Ao - t% + ablu(t)
— DY (a,b) — 208t - t% — (= 14 Ao)Bat™ + 2B u(t), (3.34)
5yt DY (Cyu(t) = —51t(t% — nBat™ + Co(t). (3.35)

Lemma 3.12. When n =1, by using Equations (3.34) and (3.35), we have
MDY (a,b) — 81t - 1D (C)]ult)

= [2D{(a,b) — (281 + 61)t - t d

=~ (Brdo+ 510)t + B1(B1 + 61)t%]w(t) = 0. (3.36)

Proof of Theorem 3.1. When wu(t) satisfies (3.1), Equation (3.36) is satisfied, and the equation satisfied by
v(t) = e®1tu(t) is given by Equation (3.36). O
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Lemma 3.13. By using Equation (3.36), with Equations (3.34) and (3.32) for n = 2, we have
%2V P LD (a, b) — 61t - 1 DY (C)]ult)
= [2D%(a,b) — (261 + 61)t + 45@% — (BrAo + 61Ot
+(Br(Br + 61) — 2(1 + Ao)B2)t” + 2B2(281 + 61)t° + 485t w(t) = 0, (3.37)
where the terms involving B2 in Equation (3.37) are added to the terms in Equation (3.36).

Proof of Theorem 3.3. When wu(t) satisfies (3.1), Equation (3.37) is satisfied, and the equation satisfied by
w(t) = eﬁ"’th’eltu(t) is given by Equation (3.37). O

3.8 Proof of Theorem 3.5

Theorem 3.5 is proved with the aid of the following lemma.

Lemma 3.14. Let 8 € C\{0} and v(t) = (1 — pt)Pu(t). Then

ESu(t) = 411~ pt)P(t)] = (1~ pt) P[5 0(e) + pB(1— pt) (t)], (3.38)
28 ult) = L3 1(1— pt)Po(0)] = (1~ pt) [ u(t)
12051~ )™ S o(t) + 22508 + 11— pt) u(0)]. (3.39)

By using these, with Equation (1.11), we have

2

(1= pt)?5D%(a, b)u(t) = (1 — p)° 12 - L &+ 491+ L 4 abjugr)

Cdi? dt
— DY (a, b)u(t) + 20B(1 — pt) 't - t%v(t)
+p* BB+ 1)(1 = pt) *t* + AopB(1 — pt) " tJu(t), (3.40)
(1 — pt)’ 1D (c)u(t) = (1 — pt)B[t% + cJu(t) = t%v(t) + [pB(1 = 6t) 't + cJu(t). (3.41)

Proof of Theorem 3.5. Let v(t) = (1 — pt)?u(t). When u(t) satisfies (3.1),
(1 — pt)°[2D{ (a,b) — b1t - 1D (&) — dot - o DY Ju(t) =0, (3.42)

is satisfied. Then by using Equations (3.40) and (3.41) in Equation (3.42), we obtain an equation which is
satisfied by v(t), that is Equation (3.29). O

4 Transformations of Equations (1.10) and (1.16)

Equations (1.10) and (1.16) are expressed as follows:

(61 - 1DY(C) + t - oD@, B)]ult) = 61 (t% + Cult) + t[t2;—; L@- Ag)t% +ablu(t) =0, (4.1)
5D (=i, —b) — b1 - 1 D (=C)]ii() = [:&% + Ao - :c% +ah— mm% _O)ix) =0,  (42)

where Ag=1—a—band C =c— g—o. This equation has an irregular and a regular singular point at ¢t = 0 and
t = oo, respectively, as mentioned in Remarks 1.6 and 1.9.
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In the following, we use notations (4.2-1) and (4.2-0), as in Notation 3.1.

As stated in Remark 1.2, Equation (1.16) is obtained from Equation (1.9), by replacing variable ¢ by z and
parameters. In particular,

Remark 4.1. Equation (4.2) is obtaind from Equation (3.1), by replacing ¢ by z, u(t) by @(z), a by —a, b by
—b, &by —c, Ag by Ag, and C by —C. As a consequence, the results for the former equation, are obtained from
the corresponding results for the latter, which are given in Section 3. We note here that when a replacement of
t by x occurs, replacements of ¢ by (;3, and of ¢ by 1/: occur.

Lemma 4.1. By Theorem 2.1(iv) and Lemma 2.4, if a —b ¢ Z and 61 # 0, Equations (4.2) and (4.1) have the
solutions given by Equations (2.17) and (2.7), respectively.

Lemma 4.2. By Theorem 2.1(v), if & —b & Z, 61 = 0 and 61 # 0, Equation (4.2-0) has the solution given by
Equation (2.8).

4.1 Transformations of Equations (4.2) and (4.1) via an exponential function

By Remark 4.1, we have the following theorem from Theorem 3.1.

Theorem 4.1. Let i(x) and u(t) be solutions of Equations (4.2) and (4.1), respectively, 1 € C\{0}, and A,
By and Bz be obtained from Equation (3.3), by replacing Ao by Ao, and C by —C. Then 9(x) = e®1%a(z) is a
solution of

DY (—d, —B) — m(Alx% + By) + Boa?li(x) = 0, (4.3)

and v(t) = e®1/tu(t) is a solution of

2D (a,b) — %(fAlt% +Bi)+ BQtlQ]v(t) =0. (4.4)

See Theorem 4.2 in Section 4.1.8 for the case of A2 — 4By = 0.

4.1.1 Transformation of Equation (4.2) via a special exponential function

When §1 # 0, we choose 1 = —1. Then Theorem 4.1 becomes to

Lemma 4.3. Let i(x) be a solution of Equation (4.2). Then ©1(z) = e~ 1®u(x) is a solution of

[ng(—&, —I;) =+ 51I($% + Ao + C)]’E’l(l‘) = 0. (45)

Remark 4.2. Equation (4.5) is obtained from Equation (4.2) by replacing C by —Ao — C, 611 by —b1z, and
@ by 01, and hence we obtain the following solutions of Equation (4.5) from those of Equation (4.2) which are
given by Equations (2.7) and (2.17):

Ya(01z) := (612)* - 1 F1(a + Ao + C; Ao + 26; —61z), & =a, b, (4.6)
1 1 .4 _ - 1
1/)@(5143) = ¢B(51$) = wa‘ioJrC((gilt) = (at)Ao-&-C . QFo(a + Ao+ C,b+ Ao + C; (571t) (47)

Here 15 (d1t) and v(d1t) are given by the equations which are obtained from Equation (4.6) for & = a and,
& = b, respectively, by replacing ¢ by ¥, and 1 F1 by U, as in Notation 2.1.
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4.1.2 Solutions of Equations (4.2), (4.1), (4.3) and (4.4)

We confirm the following lemma by using Remark 4.1 and Lemma 3.1, with the aid of Theorem 2.1 (i) and (iv),
Lemmas 2.3 and 2.4, and Remarks 3.2 and 4.2.

Lemma 4.4. Lemma 4.2 shows that, if a — b & Z, we have the following solutions of Equations (4.2) and (4.1):
$a(drz) = e Pa(br12), a=a, b (4.8)

t « t
9a(812) = ¢3(812) i= b2 (), s (0rx) = €1 ey (812) = eél/th,gow(a). (4.9)

Lemma 4.5. Theorem 4.1 and Lemma 4.4 show that, if a — b ¢ 7, the functions given in Equations (4.8) and
(4.9), multiplied by e®1* or e?1/t | are solutions of Equations (4.3) and (4.4), respectively.

4.1.3 Transformations of Equations (4.2-0) and (4.1-0) via an exponential function
When §;1 = 0 and o # 0, Theorem 4.1 becomes to the following theorem.

Theorem 4.2. Let t(z) and u(t) be a solution of Equations (4.2-0) and (4.1-0), p1 € C\{0}, and Equations (4.3-
0) and (4.4-0), respectively, denote (4.3) and (4.4) in which Ay, By and Bs are given by Ay = 281, By = 1 Ag+0d0,
and Ba = B2, which satisfy A? = 4By. Then ©(z) = e”'®a(z) and v(t) = e”1/*u(t) are solutions of Equations
(4.3-0) and (4.4-0), respectively.

Lemma 4.6. Theorem 4.2 and Lemma 4.2 show that, if @ — b ¢ 7, the functions given in Equation (2.8),
multiplied by e®1®, are solutions of Equation (4.3-0).

4.2 Kummer’s differential equation for Equation (4.2-1)
When b =0, @=1—¢ and ¢ = —a, Equation (4.2-1) becomes
[2DY(¢ - 1,0) — 12 - 1Dy (a)]i(z) = 0, (4.10)

which is obtained from Kummer’s differential equation given by Equation (1.19), by replacing ¢ by ¢, a by a,
t by 01z, and u(t) by @(x). As a consequence, we obtain Kummer’s eight solutions of Equation (4.10), from
Equations (3.9) and (3.10) by replacing ¢ by ¢, a by a, and ¢ by d1x.

4.3 Transformations of Equations (4.2) and (4.1) via a product of two
exponential functions

By Remark 4.1, we have the following theorem from Theorem 3.3.

Theorem 4.3. Let i(x) and u(t) be solutions of Equations (4.2) and (4.1), respectively, f1 € C\{0}, B2 € C\{0},
and A1, Az, and Bi ~ By be obtained from Equation (3.25), by replacing Ao by Ao, and C' by —C. Then
w(zx) = 662I2eﬁlzﬂ(m) s a solution of

DY (—d, —B) — m(Alm% LB+ xQ(Azx% + Bo) + Bsa® + Bua'Jio(x) = 0, (4.11)
and w(t) = eﬂQ/tzeﬂl/tu(t) 1s a solution of
0/~ 5 1 d 1 d 1 1

and hence ihe functions given in Equations (4.8) and (4.9), multiplied by P2r’ iz o B2/t e/t are solutions
of Equations (4.11) and (4.12), respectively.

In the present case, A? — 2[2Bs — (14 Ag)As] = 67 # 0 is satisfied. The case when this does not hold, is treated
in Theorem 4.4 in Section 4.3.1.
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4.3.1 Transformations of Equations (4.2-0) and (4.1-0) via a product of
two exponential functions

When §;1 = 0 and &p # 0, Theorem 4.3 becomes the following theorem.

Theorem 4.4. Let u(z) and u(t) be a solution of Equations (4.2-0) and (4.1-0), respectively, f1 € C, B2 € C\{0},
and A1, Az, and B1 ~ By be obtained from Equation (3.25), by replacing Ao by Ag. Then w(zx) = eP2? 1o (x)
and w(t) = P2/ eP1/tu(t) are solutions of Equations (4.11-0) and (4.12-0), respectively, and hence the functions

ﬁzxzeﬁw

given in Equation (2.8), multiplied by e , are solutions of Equation (4.11-0).

5 Transformation of Equation (1.8)
We now consider Equation (1.8) for §5 = 1, 61 = 0, 2 = 1, §; = 0, which is expressed by

2D} (a,b) = t - 2D} (@, b)]uf(t)
= [th—2 + AL 4 ablu(t) — t[t“l—2 +(1+a+ B)ti + ablu(t) =0 (5.1)
U T ar dt? dt - '

where Ag =1+ a+b. By putting = 1 and @(z) = u(t) in this equation, by Lemma 1.1, we obtain

[2D9(—a, —b) — x - 2DY(—a, —b)]i(z) = 0. (5.2)
Lemma 5.1. By Theorem 2.1(i) and its proof in Section 2.1, ifa—b ¢ Z and a—b ¢ Z, we obtain, the following
solutions of Equations (5.1) and (5.2):
b a(t):=t"" 2F(a—o,b—a;Ag — 20;t), a=a, b, (5.3)
pa(x):=a" - 2Fi(@a—a,a—b;1+a—bz), éx):= b oFi(b—a,b—b;1—a+b;x). (5.4)
5.1 Transformation of Equation (5.1) via a function
Theorem 5.1. Let u(t) be a solution of Equation (5.1), and
A=Ay—b, B=Ao—a, B=a+b—Ao+C=—-A—B+ Ao+ C. (5.5)
Then v(t) = (1 — t)Pu(t) is a solution of

5 d? d
(1—t)t ﬁv(t) +[A0 - (1+A+B— QC)t}tav(t)

2 2
+ab— ABt + CAo(t + 1t_ )~ C(A+B-0) 1t_ Ju(t) =0, (5.6)
Proof. Let v(t) = (1 —t)?u(t). When u(t) satisfies (5.1),

(1= 1)"12D{(a,b) — t - 2D7 (@, b)]u(t) = 0, (5.7)

is satisfied. Then by using Equation (3.40) divided by (1 — ¢)2, in (5.7), we obtain

1= 02L o)+ (o — (1 + 3+ 5 — 28t Lo(t)
dt? 0 dt

. 12 B 2
+ [ab — abt + AoB(t + T t) —(a+b- ﬂ)ﬁl — t}v(t) =0, (5.8)
which is satisfied by v(t). This can be rewritten as Equation (5.6). O
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5.1.1 Transformation of Equation (5.1) via a special function

We now consider the case of 3 = a+b— Ao in Theorem 5.1. Then we obtain the following lemma from Theorem
5.1.

Lemma 5.2. Let u(t) be a solution of Equation (5.1), and B, A and B be given by
B=a+b—Ay, A=a—B=—-b+A4y, B=b—8=—a+ Ao. (5.9)

Then v1(t) = (1 — t)%u(t) is a solution of
2

(1- t)t2%v1(t) FAo— (1+ A+ B)t]t%vl(t) + (ab— ABt)ui () = 0. (5.10)

Remark 5.1. Equation (5.10) is obtained from Equation (5.1), by replacing a by A, bby B, and u by v1. By
using Lemma 5.1, we have solutions of Equation (5.10), given by

Voo(t):=t"" o Fi(—a+ Ao — a, —b+ Ag — a; Ao — 20;t) = (1 — 1)’ ¢_o(t), a=a, b, (5.11)

Voarag(@)=a T4 R (—a+ Ao —a,—a+ Ao — b1 —a+byx) =2 P (1 — z)° ¢y (), (5.12)

and the equation which is obtained from Equation (5.12) by exchanging @ and b, where 8 = @+ b — Ay.

5.1.2 Solutions of Equation (5.1)

We now present a lemma which is obtained by replacing the roles of Equations (5.1) and (5.10), and hence
replacing @ by A, b by B, u by v1, and 8 by —p.

Lemma 5.3. Let vi(t) be a solution of Equation (5.10), and 3, @ and b be given by Equation (5.9), so that
—B=A+B—-Ay, a=A+8, b=B+8. (5.13)

Then u(t) = (1 —t) P (t) is a solution of Equation (5.1).

Lemma 5.4. Let B = a+b— Ay, and ¢—a(t), d_a(x) and ¢_;(z) be giwen in Lemma 5.1, and _a(t),

VY ara,(z) and J)JHAO (z) be given in Remark 5.1. Then Lemma 5.8 shows that we have the following solutions
of Equation (5.1):

¢at)=(1—t) Y_alt), a=a, b, (5.14)

$a(x)=a"(1—2) PP 5, 4 (2), G(2) = 2" (1 — ) "Y_asa,(@). (5.15)

5.2 24 solutions of the hypergeometric differential equation

When b =0and ¢ =1+4a, a =c—1, Ap = ¢, and Equation (5.1) becomes the hypergeometric differential
equation:
@ LoDy — 2L L at bt 4 abug
dt? dt dt? dt
0. (5.16)

[2Df(c —1,0) — t - 2D} (@, b)]u(t)

By putting « = 1 and %(z) = u(t) in Equation (5.16), by Lemma 1.1, we obtain

[2D9(—a, —b) —z - 2DJ(1 — ¢,0)]a(x)

d < d o g d d,.
= [w2@ + on% + ablu(x) — x[:czﬁ +(2- c)xﬁ]u(az) =0. (5.17)
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With the aid of Lemma 5.4, we obtain the following solutions of Equations (5.16) and (5.17):

bo(t) :=2F1 (@, c;t) = (1 — ) Py Fi(c — a,c — by e t), (5.18)
r_c(t):=t"" sFi(1+da—c,1+b—c;2—ct)
=1 -t N (1 — a1 - b2 —et), (5.19)
da(x):=2" oF(a+1—ca;1+a—b;x)
= (1—2) % R (~b+1,~b+¢,1—a+ba), (5.20)

and the equation which is obtained from Equation (5.20) by exchanging a and l~), These are eight of Kummer’s
24 solutions of Equation (5.16); see Equations 15.5.3-14 in [4], and [15].

We put ¢ =1 — 7 and u(¢) = y(n) in Equation (5.16). Then we obtain

2D (@ +b— ¢,0) —n - 2D)(@, b)]y(n)

— L atath -ty — it 4 (1 a+ Bt + ably(n) = 0 (5.21)
77d2 ndnyn 7777d77 ndn yn) =Vu. .
This equation is obtained from (5.16), by replacing ¢ by 1+ a + b—c, t by n, and u by y, and hence with the

aid of Equations (5.18)~(5.20), we obtain the following solutions of Equation (5.21):

sFi(a, b1 +a+b—cn)=0-n)"2F(l4+b—cl4+a—cl+a+b—cn), (5.22)
N R (e —be—a; Ao+ en) = (L—n)' 0" P o R(1 - a1 - b Ao+ i), (5.23)
N aFi(c—bal+a—bn N=1—-n )" R (1-bl—ct+al+a—bn"), (5.24)

and the equation which is obtained from Equation (5.24) by exchanging a and b, By putting n =1 — ¢ in these
equations, we obtain eight of Kummer’s 24 solutions of Equation (5.16).

When we put 4(z) = 2%@(z), Lemma 2.2 shows that w(z) satisfies

2020, —B) —2 2D+ 1 - e,@)]i(e) = [P + (14— D] (2)
oL 0 etomet 4 a(l - et a)i() =o. (5.25)

dx? dx

Remark 5.2. We confirm that Equation (5.25) is obtained from Equation (5.16), by replacing ¢ by z, u by 1,
cbyl+a—b,and bby 1 —c+a.

The solutions of Equation (5.25), which correspond to Equations (5.22)~(5.24), are obtained from these by the

replacements stated in Remark 5.2, and the replacement of n by ¢, where ( =1 -2z = u They are
oFi(@, 1 —cHa;l—c+a+b¢)=01—-¢)"° 2F1(1—c+bb1—c+a+b{) (5.26)
Ccia* 9Fi(c—b1—bl+c—a—b()= (1—()7(1%(67(17’) 2F1(1 —a,c— a; Ao + ¢ ¢), (5.27)
T aFi(c—baje ) =(1—C YT aFi(c—a,bie ¢, (5.28)
M R (1 —bl—ct@2—cC ) =1—¢ )T R (1 —a -+ b2 — ¢,
(5.29)
where ¢~ = ﬁ = z—% and 1 — (7! = %—z By multiplying these equations by 2%, and then replacing ¢ by

1-— % and = by %, we obtain the remaining eight of Kummer’s 24 solutions of Equation (5.16); see Equations
15.5.3-14 in [4], and [15].
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5.2.1 24 solutions of Equation (5.1)

Let u(t) be a solution of Equation (5.1) and @ € C. Then Lemma 2.1 shows that us(t) = t®u(t) is a solution of
the following equation:

[2Df(a — a,b—a) —t-2DY(a — a,b— a)]ua(t) = 0. (5.30)
Comparing this with Equation (5.16), we see that 24 solutionns of Equation (5.30), are obtained from 24 solutions

of Equation (5.16), which are given by Equations (5.18)~(5.19), (5.22)~(5.23), (5.26)~(5.29), by replacing a by
@—0b,bby b—b, and ¢ — 1 by a — b, and then multiplying ¢ ~°.

5.3 Transformation of Equation (5.1) via an exponential function
Theorem 5.2. Let u(t) be a solution of Equation (5.1), and 31 € C\{0}. Then v(t) = e®**u(t) is a solution of

(2D9(a,) — -2 DY@, B)Jo(t) — 2 (¢ — )t S u(t)

+[=Bi1Aot + Bi(1+a+ b+ Bi)t* — Bt |u(t) = 0. (5.31)

Proof. In this case, u(t) satisfies
e’ o DY (a,b) — t - 2D} (@, b)]u(t) = 0. (5.32)
By using Equation (3.34) for n = 1 in this equation, we obtain (5.31). O

The solutions of Equation (5.31), which correspond to solutions of Equation (5.1), given in Lemma 5.3, are

obtained from the latters by multiplying by e”'t.

5.4 Transformations of Equations (5.1) and (5.2) via an exponential function

Since Equation (5.2) is obtained from Equation (5.1) by replacing ¢ by z, u(t) by @(z), a by —a, b by —b, a by
—a, b by —b, we obtain the following theorem by using Theorem 5.2.

Theorem 5.3. Let x = }, u(t) and @(z) be solutions of Equations (5.1) and (5.2), respectively, and 81 € C\{0}.
Then w(z) = e’1%a(x) is a solution of
H00 = 7 70 - 2y, d
[QDE(_G7 _b) — - 2Dz(_a7 —b)]w(m) — 25 (J? - )x@w(x)
+[=BrAdoz + Bi(1 —a—b+ pi)z” — pia’li(z) =0, (5.33)

and w(t) = e’1/tu(t) is a solution of

~0/~ 7 1 ~0 1 1..d
[2D;(a,b) — 7 2D (a,b)]w(t) + 251(; - tj)t%w(t)
-1 1 1
+[=Brdo + Al —a—b+ 1) - %t—s]w(t) =0. (5.34)
Proof. Equation (5.34) is obtained from Equation (5.33), by using Lemma 1.1. O

Lemma 5.5. Theorem 5.3 and Lemma 5.4 show that the functions given in Equations (5.15) and (5.14),
multiplied by e®1® or €1/t are solutions of Equation (5.34) or (5.33).
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6 Conclusion

In [1, 2], the concept of block of classified terms is introduced to a linear differential equation with polynomial
coefficients, and solutions of the forms of Equations (1.26) and (1.27) near the origin and infinity, respectively,
are presented for Equations (1.8) and (1.10), which consist of two blocks of classified terms. The solutions are
summarized in Section 2.

In Section 3~5, Equations (1.9), (1.10) and (1.8) are expressed by Equations (3.1), (4.1) and (4.2), and (5.1)
and (5.2), in this order, and solutions of the forms of Equation (1.26) or (1.27), multiplied by €1t = ¢#1/® or
P/t = eP1® or (1 — )% or 27P(1 — x)?, are given for Equations (3.4), (4.4) and (5.6), which are obtained by
a transformation of Equations (3.1), (4.1) and (5.1), via ”1* or 1/ or (1 —t)?. These transformed equations
consist of three blocks of classified terms.

In [12], transformations of a differential equation without change of singularities are discussed as in Remark 1.11.
We note that the differential equations obtained by transformations in Section 3, except in Sections 3.6~3.8, are
regarded as differential equations in a group. Those in Sections 4 and 5, except in Sections 5.3 and 5.4, are also
regarded as those in a group.

In Sections 3.6, and 5.3 and 5.4, differential equations are obtained by a transformation from Equations (1.9) and
(1.8), respectively. They have different singularities from their respective original equations. One in Section 3.6
is an example of the differential equations, the asymptotic behavior of which was discussed by Stewart [14].
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