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ABSTRACT 
 

Artificial Neural Networks utilize high-performance computation and large data technology, allowing 
research to generate new prospects in agriculture. ANN is currently a preferred technique for crop 
yield prediction, forecasting, and classification in biological science domains. Among different 
agriculture fields, soil science research plays a vital role in understanding and managing the 
complex processes occurring within the soil environment as oil is a complex system with dynamic 
surface layers that differ from the other parts of the matrix. Due to the increasing accessibility of 
innovative computing techniques, Artificial Neural Networks (ANNs) have developed into useful 
tools for modeling and forecasting soil-related activities. The numerous applications of ANNs in soil 
science research, with a focus on how well they can classify soils, assess soil fertility, forecast soil 
erosion, and estimate soil moisture. They are vital tools for identifying soil types, evaluating fertility 
levels, predicting erosion, and soil moisture estimation. ANN models were effective at predicting 
soil characteristics like pH, organic carbon concentration, and clay content. By training on vast 
datasets that contain the chemical, biological, and physical properties of soil, ANNs are able to 
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accurately predict different soil types and enable land-use planning, precision farming, and 
environmental management. This mini-review focuses on ANN approaches that possess the 
potential to increase our understanding of soil science and encourage informed decisions for soil 
management and conservation. 
 

 
Keywords: ANN; input-output; prediction; accuracy; soil properties; precision agriculture. 
 

1. INTRODUCTION 
 
The main focus of soil mechanics challenges is 
on a few soil types that exhibit unpredictable 
behaviors in the natural environment. It can be 
challenging and occasionally difficult to model 
soil behavior utilizing the majority of traditional 
physically-based engineering techniques. 
Artificial neural networks (ANN) are used to 
predict the complex characteristics of the soil 
since they have shown to be more accurate 
predictors than conventional methods. An 
enormous amount of attention has been 
generated by ANN as effective tools for modeling 
and forecasting intricate soil dynamics [1].  
 
An enhanced learning algorithm known as a 
"Artificial neural network" (ANN) was developed 
in response to the study of biotic neural networks 
in humanoid brains. Here, the human brain is 
attempted to be mimicked. Even though they are 
referred to as artificial intelligence, artificial 
neural networks can only be employed with 
structured and numeric data as input. They are 
made up of a network of artificial neurons that 
can identify patterns in data, learn from it, and 
provide classifications or predictions. It is a 
potent technique for predicting and categorizing 
many physical, chemical, and biological traits of 
soil types. By training on large collections of data 
that contain samples of soil and related 
properties, ANNs are effectively able to capture 
the intricate spatial and temporal changes of soil 
parameters. ANN assists in understanding the 
characteristics of soil, producing precise 
forecasts, and applying this knowledge to guide 
decisions about land use, agriculture, and 
environmental preservation [2]. 
 
ANN provides a strong and adaptable method for 
tackling numerous difficulties in soil science 
research. Their promise to revolutionize soil 
management practices, boost agricultural output, 
and encourage sustainable land use is based on 
their capacity to model complicated interactions, 
anticipate soil attributes, and support informed 
decision-making. Researchers can gain new 
insights into soil science and help to improve soil 
conservation and environmental stewardship by 

investigating and improving ANN techniques. 
This mini review focuses on publications about 
ANN applications, which are main success 
stories in the field of soil science. 
 

2. ANN: AN EFFECTIVE TOOL FOR 
AGRICULTURE  

 

Modern agriculture requires high production 
efficiency while also producing high-quality 
products. This is applicable to both crop and 
livestock production. To address these criteria, 
new data analysis approaches, particularly those 
based on artificial intelligence, are becoming 
increasingly popular.  
 
“Artificial neural networks (ANNs) are one of the 
most often used techniques of this type. They are 
commonly utilised to solve various categorization 
and prediction tasks. They have long been 
employed in the broader realm of agriculture. 
They can be used in precision farming and 
decision-support systems. Artificial neural 
networks are one of the primary alternatives to 
standard mathematical models” [3]. “They 
commence as a new tool for analysis of the fuzzy 
geotechnical problems” [4]. “They are one of the 
most important elements of machine learning 
and artificial intelligence. The spectrum of neural 
networks application is very wide, and it also 
includes agriculture” [3]. “ANNs are interesting 
due of their information processing                   
features, including nonlinearity, high parallelism, 
fault tolerance, learning, and generalisation 
capability” [5].  
 
“Various types of artificial neural networks were 
applied in solving relevant tasks and problems 
widely found in agriculture. In the field of pest 
control, artificial neural networks were developed 
to identify grain weevil in wheat kernels using 
four features mass, equivalent diameter, 
humidity, and hardness” [6]. “ANNs were 
adopted to examine the impact of the variety and 
weather conditions on the concentration of ferulic 
acid, deoxynivalenol, and nivalenol in winter 
wheat grain” [7]. “The ANN-based ongoing 
classification method was used to solve a variety 
of prospective classification tasks in agriculture. 
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The method relies on memory storage and 
retrieval and combines a convolutional neural 
network (CNN) and a generative adversarial 
network (GAN). This approach was evaluated for 
two classification problems: identifying crop pests 
and plant leaves” [8].  
 

“Artificial neural networks were applied to model 
the dynamic reactions of plant growth to changes 
in root zone temperature in hydroponic chilli 
pepper plants” [9]. “Neural network models were 
used to estimate the corn grain yield using six 
vegetation indices (NDVI, NDRE, WDRVI, EXG, 
TGI, VARI), canopy cover, and plant density. The 
characterization and estimation of maize                  
grain production were made possible by 
collecting spectral data using remote sensors 
installed on an unmanned aerial vehicle and then 
processing it in terms of vegetation indices, 
canopy cover, and plant density” [10]. ANN is 
currently a preferred technique for crop yield 
prediction, forecasting, and classification in 
biological science domains. Regression models 
take more time to design, but an ANN model can 
forecast crop yields more accurately than 
regression models. There are many variables 
that affect agricultural productivity, and it will be 
shown how to utilize ANN to predict crop                
yield utilizing both direct and indirect variables 
[11]. 
 

2.1 Architecture of an Artificial Neural 
Network  

 

“The ANNs architecture comprises a sequence of 
processing elements or nodes” [12]. “A                  
neural network consists of a large number of 
artificial neurons, which are termed units 
arranged in a sequence of layers. Artificial Neural 
Network primarily consists of three layers      
namely Input, Hidden and Output Layers. Input 
Layer accepts inputs in several different                    
formats provided by the programmer. It serves as 
the network's primary source of raw data.                   
The hidden layer presents in-between                      
input and output layers. It performs all the 
calculations to find hidden features and patterns 
and acts on the input and weights from the layer 
before it by applying a non-linearity before 
sending the results to the output layer.                   
Output layer collects and transmits the 
information in a planned manner. The input goes 
through a series of transformations using the 
hidden layer, which finally results in output” 
[13,14,15]. 
 

ANNs are organised into layers: an input layer 
and an output layer, with one or more hidden 

layers, as indicated in Fig. 2. Each processing 
element's input layer (Xi) is multiplied by an 
adjustable link weight (Wji). Each processing 
element adds a threshold value θj to WjiXi. The 
input Ij is passed through an indiscriminate 
transfer function f (.) to produce the output of the 
processing elements Yj. The output of a single 
processing element is fed into the next layer. 
 

2.2 Why ANN Advantageous Over Other 
Crop Models 

 
“Yield prediction is critical for effective crop 
management and fruit marketing tactics. A 
variety of methodologies, including statistical 
tools, crop models, and algorithms, have been 
created and used to predict yield in agriculture. 
Correlation and multiple regression analysis are 
the most commonly used techniques for 
predicting yield and identifying critical variables 
influencing agricultural yield” [17,18,19,20]. 
Machine learning technologies, such as artificial 
neural networks (ANNs), are emerging as an 
alternative to traditional linear models for 
capturing nonlinearity and complex interactions 
between variables. ANN is a nonlinear data-
driven strategy that employs self-adaptive 
learning techniques [21]. 
 
ANNs identify relationships by analysing a large 
number of input and output cases, resulting in a 
formula for prediction. Model creation using ANN 
requires no prior knowledge of the inputs or 
results. ANN is also superior to any other linear 
model since it is capable of selecting the ideal 
pattern of variables and has lower inaccuracy 
[22]. Because of these advantages, ANN is 
widely used in a range of sectors, including 
hydrology and agriculture [23,24,25,26,27,28]. 
 

2.3 Applications of ANN in Soil Science 
Research 

 
With respect to soil science, ANN generated 
models can be used to categorize soils, assisting 
with planning land use, managing soils, 
monitoring the environment, irrigation 
management, water resource planning, and 
estimation of soil moisture content. It can 
produce real-time predictions of soil moisture 
levels by taking into account inputs including 
precipitation, temperature, vegetation indices, 
and soil parameters. This makes it possible for 
farmers and managers of water resources to 
optimize irrigation methods, save water, and 
increase the effectiveness of water use in 
agriculture. Arel [29] employed an artificial neural 



 
 
 
 

Elakiya and Keerthana; Arch. Curr. Res. Int., vol. 24, no. 5, pp. 1-15, 2024; Article no.ACRI.114113 
 
 

 
4 
 

network model to figure out the complex soil of 
Adapazari (Turkey) based on cone penetration 
test data. Farrokhzad et al. [30] suggested an 
ANN model for predicting landslide risk. Ellis et 
al. [31] developed an artificial neural network 
(ANN) for sand and grain size distribution and 
stress history. Turk et al. [32] employed artificial 
neural networks to describe soil behaviour under 
uniaxial strain situations. 
 
2.3.1 Predicting engineering properties of soil 
 
Soil engineering qualities that are useful for 
engineering applications include permeability, 
compressibility, and shear strength. Engineering 
qualities of soils quantify their engineering 
behaviour. Soil engineering properties (soil 
behaviour following load application) are 
determined by soil classification, Atterberg's 
limits, and water content (index properties). So 
determining those engineering features of soil in 
the laboratory is a time-consuming, tedious, 
expensive, and complex operation. [14] 
Predicting soil engineering properties, viz. 
maximum dry density (MDD), optimum moisture 
content (OMC), permeability, unconfined 
compressive strength (UCS), and shear strength 
parameters is a difficult task. These engineering 
properties depend on water content, dry density, 
and bulk density, mineralogy present in the soil, 
liquid limit, plastic limit, plasticity index, linear 
shrinkage, grain size distribution, particle shape, 
and lots of other parameters. ANN algorithm is 
favorably used for predicting the engineering 

properties of soil depend on the input parameters 
[33]. 
 
2.3.1.1 Compaction parameters 
 
Soil compaction is the mechanical process by 
which soil particles get pushed and compressed. 
The soil's compaction characteristics (optimal 
moisture content—OMC and maximum dry 
density—MDD) are critical for achieving 
engineering features such as bearing capacity, 
strength, permeability, and compressibility. ANN 
is widely used to forecast soil compaction 
characteristics based on various index properties 
[14]. Gunaydin [34] estimated the compaction 
parameters using simple multiple analysis and an 
artificial neural network, using input parameters 
including relative density (G), liquid limit (wL), 
plastic limit (wP), and particle size.  
 
Shahiri and Ghasemi [35] conducted laboratory 
tests to determine MDD and UCS using cement 
and copper slag stabilised soil. They explore the 
effects of copper slag and cement at varying 
percentages on MDD and UCS. Experimentation 
yielded an ANN model with eight input 
parameters: dry density, water content, liquid 
limit, plastic limit, pH, copper slag content, 
cement content, and curing age. The sensitivity 
analysis revealed that water content was the 
most influential parameter, whereas liquid limit 
and plastic limit were less important. They 
determined that the ANN model was ready to 
predict the elastic modulus of stabilised soil. 

 

 
 

Fig. 1. Structure of a back propagation neural network [16] 
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Fig. 2. Structural operation of artificial neural networks [12] 
 
ANN was applied to estimate maximum dry 
density (MDD) and unconfined compressive 
strength (UCS) of stabilized soil where ANN was 
a more accurate prediction method [36,37]. As 
inputs, soil plasticity (LL, PI), clay content (C), 
sand content (S), gravel content (G), moisture 
content (MC), and cement content (CC) were 
utilized to estimate the MDD and UCS of cement 
stabilized soil [38,39]. 
 
2.3.1.2 Permeability 
 
A soil's ability to allow water to travel through it is 
referred to as permeability. Given that 
groundwater conditions are regularly 
encountered during construction projects, 
permeability is a crucial soil engineering attribute 
that the designer must be aware [40]. 
Permeability is measured in the lab for various 
soil types using a constant head and falling head 
permeability test. Permeability can be predicted 
using artificial neural networks (ANN) using soil 
index parameters. [14]. ANN is used as a tool to 
predict the soil permeability coefficient ‘k’ 
allowing the reduction of the costs and time 
needed to conduct laboratory or field tests to 
determine this parameter. They presented a 
method that can be extended to more types of 
non-cohesive and cohesive soils [41]. Erzin et al. 
[42] created ANN and MRA (Multiple Regression 
Analysis) models to estimate the hydraulic 
conductivity of fine-grained soil.  ANN models 
outperform MRA for determining the hydraulic 
conductivity of various soils. 
 
2.3.1.3 Shear strength parameters 
 
The shear strength of the soil determines its 
capacity to support a slope in equilibrium, assist 

in the stacking of a structure, or support its 
overburden [43]. Shear strength criteria are 
utilized for foundation design, slope stability, 
earth and rock fill dam design, earth pressure 
issues, and highway and airfield design [44]. 
Shear strength of soil (expressed in terms of 
cohesion and friction angle) is significant in 
designing of civil engineering structures and for 
solving many geotechnical problems. The 
compaction characteristics, permeability, and soil 
shear strength were related to soil index 
properties [33]. The potential of ANN and 
regression tree technique has been used for the 
indirect estimation of shear strength parameters 
[45]. 
 
2.3.2 Predicting the geotechnical aspects of 

expansive soil 
 
Artificial neural networks are used to forecast the 
complexity of the soil and more efficient. 
Geotechnical engineering can be used to predict 
a number of expansive soil parameters, including 
free swell index, unconfined compressive 
strength, soil shear strength, swelling pressure, 
swell percent, and plasticity index. 
 
2.3.2.1 Free swell index 
 
Expansive soils can cause issues globally due to 
their distinctive seasonal nature. Expansive soils 
destroy all man-made structures, regardless of 
the materials utilised in the construction process. 
Traditional laboratory studies are time-
consuming and inefficient, thus artificial neural 
networks are being used to address these 
challenges [1]. Plasticity index and shrinkage 
index were given as input factors, with free swell 
index as the output factor. Back propagation and 
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multiple regression models were used to 
investigate the ANN model. The free swell index 
of the soil was precisely estimated using the 
suggested neural network architecture [46]. 
 

2.3.2.2 Unconfined compressive strength 
 

Soil stabilisation with cement and lime is an 
effective means for modifying the ground. 
Extensive and time-consuming experimental 
research must be conducted to assess the 
impact of various cementitious materials on soil 
behaviour. To estimate soil stiffness and 
strength, intelligence-based techniques such 
artificial neural networks (ANNs) and support 
vector machines (SVMs) are used [47,48,49]. 
 

By using artificial neural networks and regression 
analysis [50], prediction of unconfined 
compressive strength (UCS) of a treated 
expansive clay soil was done. The soil sample's 
curing time, the doses of bottom ash and eco 
sand used as stabilizers, the liquid limit (LL), the 
plasticity index (IP), and the free swell index are 
a few of the variables for creating ANN model. 
Prediction using ANN tool highlighted an 
enhanced fit than one going for regression 
analysis between UCS and its relative 
parameters.  
 
Tabarsa et al. [51] used additives to improve soil 
unconfined compressive strength and used two 
AI-based models to predict the strength 
behaviour of stabilised soils wherein ANN 
models based on feed forward multilayer 
perceptron neural networks [52] were adopted. 
The ANN and SVM models outperformed 
multiple regression analysis in predicting UCS 
values. The presence of cement and lime had a 
greater impact on soil UCS values than other 
parameters studied. 
 

2.3.2.3 Swelling pressure and swell percent 
 

Artificial neural networks are used to estimate the 
swelling pressures of expansive soils. Merouane 
et al. [53] used ANN to investigate swelling 
factors in two different clayey soils from Algeria. 
Erzin and Gunes [42] proposed a work on the 
prediction technique using neural networks to 
understand swell percent and swell pressure of 
expansive soil. A model with two different 
transmitted pressures, such as horizontal 
swelling pressure and perpendicular swelling 
pressure, was created using the ANN technique. 
These pressures were used to train an artificial 
neural network (ANN) to predict transferred 
lateral and vertical swelling pressure [54]. 

2.4 Estimation of Soil Properties by Using 
ANN 

 
ANN has the capacity to manage intricate 
connections between soil qualities and 
environmental conditions. ANN models were 
effective at predicting soil characteristics like pH, 
organic carbon concentration, and clay content 
[55]. A number of researchers have employed 
artificial neural networks (ANN) as a prediction 
approach for soil properties based on              
various inputs [56,57,58,59]. The outcomes 
demonstrated that ANN models performed better 
than regression models in terms of precision and 
accuracy. ANN models are useful for forecasting 
soil characteristics and can offer insightful 
information for soil management and land-use 
planning [60]. The benefit of ANNs in managing 
complicated, non-linear interactions and capturing 
spatial variability was emphasized [61]. ANN 
models have shown promise in predicting soil 
parameters like soil moisture content and soil 
texture [62]. 
 
2.4.1 Estimation of soil physical properties  
 
2.4.1.1 To estimate soil temperature 
 
Soil temperature is a critical meteorological 
parameter that influences the rates of physical, 
chemical, and biological reactions in the soil. 
Ground temperature can fluctuate significantly 
depending on land cover type and environmental 
circumstances. Proper prediction of soil 
temperature is thus required for reliable 
simulation of land surface processes 
[63,64,65,66]. Artificial Neural Network (ANN) is 
used to perform mathematical formulation to 
learn patterns and relationships in soil 
temperature observation data [67]. ANN has the 
ability to recognize complex online correlations 
between environmental variables and soil 
temperature [68]. 
 
In terms of predicting soil temperature, ANN 
models performed better than traditional 
regression models and showed positive 
outcomes [69]. ANN models performed better 
than Support Vector Machine models in terms of 
accuracy and had fewer errors. Due to their 
accuracy in estimating soil temperature, ANN 
models can be useful in agricultural and 
environmental studies [70]. ANN models can 
successfully be used to estimate soil temperature 
with high accuracy, especially when trained on 
big datasets [71,72]. Biazar et al. [73] observed 
that in Florida's subtropical grazing lands, the 
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integrated artificial neural network and Sperm 
Swarm Optimization (SSO) models (MLP-SSO) 
were more accurate tools for soil temperature 
forecasting than the original artificial neural 
network approaches among vaious soil        
depths. 
 

2.4.1.2 To estimate soil water retention 
 

The soil water retention curve (WRC) describes a 
soil's ability to store water at various suctions. 
WRC of a soil is determined by its texture, 
structure [74] porosity and grain size distribution 
[75]. Many investigations of water flow and solute 
transport in the vadose zone involve estimations 
of unsaturated soil hydraulic parameters, such as 
the soil water retention curve (WRC), which 
describes the connection between soil suction 
and water content. When compared to many 
analytical retention functions often employed in 
the vadose zone hydrology literature, the ANN 
technique produced equivalent or more accurate 
descriptions of the retention data. Given enough 

input data, the ANN technique was found to 
accurately characterise a soil's hysteretic 
behaviour, including observed scanning wetting 
and drying curves. The WRC of a soil was 
modeled by ANNs using the measured data of 
soil moisture content and suction [74]. When 
estimating soil water retention, ANN models are 
frequently more accurate than traditional 
regression models [76]. When examining the 
performance of ANN and multiple linear 
regression (MLR) models to estimate soil water 
retention, ANN models excelled MLR models, in 
terms of accuracy and precision. The ANN 
models were able to capture the nonlinear nature 
of the relationships between soil properties and 
water retention, which improved predictions 
[77,78]. 
 

2.4.1.3 To predict soil hydraulic conductivity and 
soil infiltration rate 

 
Saturated hydraulic conductivity (Ksat), a critical 
soil hydraulic property, is used to simulate a

 

  
 

a. ANN model – 1 
 

b. ANN model – 2 
 

Fig. 3. Developed ANN models for Unconfined Compressive Strength estimation [51] 
 

 
 

Fig. 4. ANN model used for estimating monthly mean soil temperature at various depth [68] 
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variety of soil hydrological processes. Routine 
Ksat measurement is a labor-intensive, time-
consuming, and expensive technique. 
Alternatively, predicting Ksat values from readily 
available soil properties is more cost-effective 
and time-saving. Artificial neural networks 
(ANNs) can be used to model and describe the 
most important features that influence Ksat [79]. 
ANNs are effective at capturing intricate 
connections between soil properties and 
hydraulic conductivity [80]. ANN models 
outperform conventional regression models and 
can offer precise estimates of hydraulic 
conductivity. ANN models outperformed pedo-
transfer functions (PTFs) in terms of accuracy 
and had fewer errors [81] and can be useful for 
hydrological modeling and can be good in 
estimating soil hydraulic conductivity. 
 
Infiltration rate is a critical component of the 
hydrological cycle. Along with precipitation, soil 
infiltration rate affects plant water availability, 
runoff, and reservoir and groundwater supply 
[16]. Data to estimate soil parameters using 
readily available data, such as textural soil 
qualities (i.e., particle-size distribution and 
porosity) are represented by the Pedotransfer 
functions (PTFs) method, which can be applied 
at the local scale with point textural qualities or at 
the watershed scale with aggregated textural 
information [82]. The critical stage in deriving 
PTFs is to establish empirical correlations 
between basic soil qualities and the parameters 
to be predicted. This can be accomplished by a 
variety of statistical methods, including 
multivariable linear regression [83]. Artificial 
neural networks (ANN) are a recent way to fitting 
PTFs [84]. ANN model is a more realistic and 
reliable since it does not predict negative steady 
infiltration rate values [16]. 
 
2.4.2 Estimation of soil chemical properties  
 
2.4.2.1 To measure soil electrical conductivity  
 
Sensors used in precision agriculture, namely 
those measuring apparent electrical conductivity 
(ECa), have a strong correlation with other soil 
properties [85]. ECa is a minimally invasive 
characteristic that can describe the spatial 
distribution of soil qualities for agricultural 
management [85,86]. Uribeetxebarria et al. [87] 
used ECa and multivariate analysis of variance 
to analyse soil composition and variability in fruit 
growing areas. Sanches et al. [88] described soil 
pH and developed models for lime 
recommendation based on geographical 

analysis, with ECa as the predictor variable. 
Bottega et al. [89] defined soybean culture 
management zones based on ECa as an input 
variable, whether or not it was connected with 
soil texture. In the study of Pentoś et al., [15], a 
correlation between soil electrical characteristics 
(apparent soil electrical conductivity (ECa) and 
magnetic susceptibility (MS) measured at two 
depths (0.5 and 1 m) and soil compaction was 
examined using artificial neural networks. 
 

2.4.2.2 To measure soil organic carbon  
 

The accurate prediction of wetland soil organic 
carbon content (SOCc) and an understanding of 
its controlling factors are critical for investigating 
regional climate change and wetland carbon 
cycles [90]. The accuracy of wetland SOCc 
prediction is mostly limited by forecast 
methodologies and input data availability [91]. 
Several machine learning algorithms, such as 
support vector regression (SVR) [92], boosted 
regression tree [93], random forest (RF) [94], and 
artificial neural networks (ANNs) [95,96], were 
used to predict soil properties at different scales. 
ANNs are a highly effective tool for identifying 
nonlinear correlations between soil 
characteristics and environmental variables 
[97,98]. The geographical and vertical 
distributions of wetland SOCc in China's Liao 
River Basin (LRB) were investigated using a 
combination method that included ANN and 
ordinary kriging (OK). ANN-OK proved 
successful in predicting wetland SOCc on a 
regional scale [99,100]  
 

2.4.3 Factors in ANN 
 

2.4.3.1 ANN in environmental factors 
 

The yield at the end of the growing season is 
strongly influenced by the environment for 
agricultural plants. The most crucial 
environmental elements that affect plant 
development, growth, and production include 
temperature, photoperiod, and water stress 
[101]. In order to forecast leaf moisture, created a 
generalized regression neural network (GRNN), 
which was compared to multiple linear regression 
(MLR). Based on temperature, relative humidity, 
wind speed, solar radiation, and prediction, leaf 
wetness is forecast in order to forewarn of 
disease in agricultural crops that would sooner or 
later damage crop yield production [102].  
Hossain et al. [103] developed a Weather-based 
Prediction System for Rice Yield for the 
prognostication of rice yield in distinct territories 
of Bangladesh.  
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2.4.3.2 ANN in soil and soil-plant hydrology  
 
 
In order to evaluate the nonlinear relationship 
between soil characteristics and crop yield used 
a feed forward neural network. The estimated 
yield maps produced by the neural network 
method tended to be fairly close to the real yield 
map, despite the fact that the model tended to 
overestimate low yielding sites while 
underestimating the higher yielding ones [104]. 
Liu et al. [105] employed a neural network with 
one hidden layer to predict corn yield using input 
data on soil, weather, and management. 
 
2.4.3.3 ANN in sensing technologies 
 
For site-specific management in agriculture, 
sensing technologies have grown in significance. 
Many different types of sensors and instruments, 
including field-based electronic sensors, spectro 
radiometers, machine vision, air borne 
multispectral and satellite imagery, thermal 
imaging, etc., have been used in the 
development of sensing systems for various 
applications, including yield mapping and 
prediction, irrigation control, etc. These 
technologies have a wide range of applications in 
monitoring a wide range of variables, including 
crop nutrients, water content, and soil 
characteristics [106]. Russello [107] used 
convolutional neural networks for crop yield 
prediction based on satellite images. Their model 
used 3-dimensional convolution to include 
spatiotemporal features, and outperformed other 
machine learning methods. 
 
2.4.3.4 ANN in controlled environment 
 
When speaking of the greenhouse climate, 
reference is made to the environmental 
conditions that the plants require to be in good 
condition [108]. The greenhouse microclimate is 
complex, multiparametric, non-linear and 
depends on a set of external and internal factors. 
External factors include meteorological factors 
such as ambient temperature and humidity, the 
intensity of solar radiation, wind direction, and 
speed among others. Internal factors are crops, 
greenhouse dimensions, greenhouse 
components and elements such as heating, 
fogging and ventilation systems, soil types, etc. 
[109]. In controlled environments like green 
houses and glass houses, ANN models have 
also been used. In a green house, environmental 
elements include temperature, humidity, radiation 
intensity, and carbon-dioxide concentration a real 

ways taken into consideration in order to 
optimize plant development and production [110]. 
The ANN was more accurate in 81% of the cases 
than the classic method in forecasting the 
internal relative humidity and 62% more efficient 
in forecasting the internal temperature [111,112]. 
 

3. CONCLUSION 
 
Artificial neural network (ANN) use in soil science 
research has considerable promise for 
overcoming major obstacles and improving our 
comprehension of phenomena relating to soil. 
ANN has the potential to revolutionize soil 
management techniques, increase agricultural 
output, and encourage sustainable land use due 
to their capacity to model complicated soil 
processes, anticipate soil attributes, and support 
decision-making processes. Researchers can 
gain new insights into soil science and help to 
improve soil conservation and environmental 
stewardship by further investigating and 
improving ANN techniques. The continued use of 
ANNs in soil science research will open the door 
to a greater comprehension of the soil 
environment and the creation of methods for 
sustainable soil management. 
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