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Abstract 
 

LASSO method is one of the most popular and more extensive regressions. It has been applied to many 
fields. However, it is rare seen to research with complicated big data in biology. This paper is to apply 
LASSO method to Lake Michigan Fish acoustic data. The main techniques include: Elastic Net selection, 
which tests validation from the average square error (ASE) to predict the error for the model by 
computing separately for each of these subsets; defaulting group LASSO to test multiple parameters by 
splitting a couple constituent parameters, such as successive intervals, multiple continuous depth layers, 
to estimate the Schwarz Bayesian information criterion (SBC) to find the lowest value for the model; The 
adaptive LASSO selection, which is applied to each of the parameters in constructing the LASSO 
constraint for weights, that is, the response y has mean zero and the regressor x are scaled to have mean 
zero and common standard deviation. The empirical results show that the fish density (Y) has strong 
relationships with area backscattering coefficient (PRC_ABC), secondly, significant interactions with 
PRC_ABC and Exclude below line depth mean), among PRC_ABC, fish density in the intervals and 
layers of acoustic survey transect of Lake Michigan.  
 

 
Keywords: Fish acoustic data; Least absolute shrinkage and selection operator (LASSO); area 

backscattering (PRC_ABC); Average square error (ASE); Schwarz Bayesian Information 
Criterion (SBC); The Elastic Net; Group LASSO; Adaptive LASSO.  
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1 Introduction  
 
Today, a lot of complicated data need be analyzed by some statistical technical methods [1]. Since 1996 
LASSO (least absolute shrinkage and selection operator) was proposed by Robert Tibshirani, it has been 
very popular now and it has been more expensively used to almost every field. LASSO regression analysis is 
a shrinkage and variable selection methods for linear regression model. The goal is to receive the subset of 
predictors that minimizes prediction error for a quantitative response variable [3]. The LASSO is mainly to 
impose a constraint on the model parameters that regression coefficients for some variables to shrink toward 
zero [4]. After the shrinkage process is excluded from the model, variables with a regression coefficient is 
trend to zero. However, those coefficient variables that have non-zero regression are most associated with 
the response variable. Especially for data with large amounts of predictors [2], we want to test them that 
must use more powerful functions [1,2]. For many years underwater acoustics is the study of the propagation 
of sound in water and the interaction of the mechanical wave. I would like to study underwater acoustics by 
using Lake Michigan Fish acoustic data 2011 to 2016. In the data, each line represents the acoustic 
information that we can estimate fish density for a single depth layer of water. It includes many variables: 
transects, which are divided horizontally into successive intervals; there are multiple continuous depth 
layers; area backscattering (ABC), mean acoustic size (sigma); fish density is reported for each unique 
transect-interval-layer from Lake Michigan in the year 2011-2016; area backscattering (PRC_ABC), mean 
acoustic size (sigma); the fish density in the intervals and layers of acoustic survey transects of Lake 
Michigan 2011 to 2016. The source was used by a stratified and systematic design that has transect locations 
randomized in stratum. Thus, each year investigators get different transect location.  
 
I am to test those variables through using LASSO methods to estimate whether the relationships each other 
exist among them. Therefore, the model selections are very important. This data collection comes from 
“USGS Science for a changing world”, title “Lake Michigan Fish Acoustic Data from 2011 to 2016”. It 
comes from the following linker:  
 
https://www.sciencebase.gov/catalog/item/57ed22cfe4b090825011d3f5. In raw data, since I plan to make 
big data analysis by LASSO, there are some minor or non significant variables to be shifted away so that 
SAS can optimize data. SAS generally requires numeric variables. For example, “transect”, “EV_filename”, 
and “program_version” are not sensitivity for LASSO regression analysis. Dataset includes 13147 
observations that one dependent (total fish density, “fish/ha”) is chosen as Y, 18 independent variables are 
the following: 
 
��= Successive intervals that reports the interval number of the cell being analyzed, ��=Multiple successive 
depth layers that presents the layer number of the cell being analyzed, ��=Mean acoustic size (sigma), 
�� =Depth Mean that denotes the mean depth of the domain being analyzed, ��= Date of start in the first 
ping in the domain to be analyzed, ��=Time of start in the first ping in the domain to be analyzed, ��=Time 
of the end in the last ping in the domain to be analyzed,	��=Time in the middle ping in the domain to be 
analyzed, ��=Latitude of start in the first ping in the domain to be analyzed, ��� =Longitude of start first 
ping in the domain to be analyzed, ��� =  Latitude of the end that represents the last ping in the domain to be 
analyzed, ���= Longitude of the end that represents the last ping in the domain to be analyzed, ���= Latitude 
represents the middle ping in the domain to be analyzed, ���= Longitude represents the middle ping in the 
domain to be analyzed, ���=Exclude below line depth mean ���=Processing date that denotes analysis date, 
���=Area Backscattering (ABC) that denotes Area backscattering coefficient for the domain to be analyzed, 
���= Year of survey.  
 

2 Materials and Methods  
 
The paper applies regular LASSO, group LASSO, adaptive LASSO, other techniques such as fitting 
generalized additive models with the GAML procedure, classification and regression tree models with the 
HPSPLIT procedure, etc. Because of the limit space of the space for journal, I will focus on analysis the 
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dataset by regular LASSO, Group LASSO, adaptive LASSO. In general, GMESELECT procedure is used to 
analyze coefficient effects of predictors. It supports the mode selection methods: Forward selection, which 
get starts with no effects and adds effects; Backward elimination which has to be beginning with all effects 
and deletes effects; Stepwise selection that gets start with no effects that added and be able to be deleted; 
least angle regression that begins with no effects and adds effects and estimate βs by shrinking to zero; 
LASSO that is constraining sum of absolute βs; at least one β close to 0. Elastic net is a kind of constrains 
sums of absolute and squared βs, and at least one β set to 0. Adaptive LASSO is a kind of constraint sum of 
absolute weighted βs, and at least one β set to 0; Group LASSO is constraint sum of Euclidean norms of βs 
with effects and all βs for the same effects are set to 0 or βs are probably to be non-zero.  
 
The variable selection is more important for the high-dimensional datasets [1,2] like Lake Michigan Fish 
data 2011-2016. When feature selection process, the variables are probably having a non- zero coefficient if 
the shrinking process are selected to be part of the model. For using LASSO methods to analyze predictors, 
there is many advantages: it provides accurate prediction. After shrinking and removing the coefficients, 
variance is reduced without a substantial increase of the bias. Secondly, LASSO can help argument the 
model interpretability by eliminating irrelevant v variables without the response variables.  
 
Group LASSO method was introduced by Yuan and Lin in 2006. It is mainly to let predefined groups of 
covariates to be selected into or out of single model. In a specific group all of members are entered or not. 
When levels of a categorical variable are coded as a collection of covariates are either included or excluded 
from single model.  
 
Adaptive LASSO method is a particular LASSO technique. It generates consistent estimates of the 
parameters when retaining the convexity property of the LASSO. The objective is to favor predictors with 
univariate strength and avert spurious selection of noise predictors. Also, adaptive LASSO can give the 
correct model under milder conditions than regular LASSO.  

  

2.1 The LASSO definition 
 
Suppose that there are data (��, ��), n=1, 2, …, N, where ��= (���, … ,���)	

� are the predictor variables 
and ��are the response. If there is the usual regression, the observations are independent or that ��� are 
conditionally independent given the ��� s. If we assume there are ���  for being standardized so that 

∑
���

�� = 0, ∑
���
�

�� = 1. 

 

Suppose that we have (�� = ���,… , ���)�, the LASSO estimate (��, ��) is regarded as [3] 

 

(��, ��) =  arg min {∑ (�� − � − ∑ �����)�
�
}�

���  subject to ∑ ���� ≤ �.�                                              (1)          
 

where it is q	≥ 0 a tuning parameter. ∀�	,	the solution for � is ��=�� . We assume without loss of generality 
that �� = 0	with omitting �.  
 

2.2 LASSO selection 
 
We suppose data W=( ��,��, … ,��) express the matrix of covariates and let Q represents the response, 
where the ���	have been centered and scaled to have unit standard deviation and mean 0, and there is mean 
0 for Q, so, if parameter t exist, the LASSO regression coefficients � = (��, ��, … , ��) are the solution to the 
constrained optimization problem. Thus, we have the following [3]:  
 

minimize ||	Q	−W	�||	� subject to ∑ |�
��� ��| ≤ �														                                                                 (2)  
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Here, the parameter t should be enough small, which it is exactly zero for some regression coefficients. 
Therefore, LASSO as selecting a subject of the regression coefficients in which the nonzero coefficients are 
each step correspond to selected parameters.  
 

2.3 The elastic net  
 
Suppose a simple and extreme example that the coefficient for a variable �� with a specific value for τ is 

���>0. When a data is augmented with an identical copy ��′=��, the coefficient in infinitely a lot of ways 

could be shared: ∀	��� +���′=��� with both pieces positive and the loss and ℓ�penalty is indifferent. Thus, the 

coefficients for this pair are not defined. Hence, a quadratic penalty could be divided ���  exactly equally 
between two twins. In fact, the elastic net takes a compromise between the ridge and the LASSO penalties 
[4]:  

 

 
���

(���) ∈ Ɍ × Ɍ�)
	{	
�

�
∑ (�� − �� − ��

��)��
��� + �[	

�

�
(1 − �)||

2
2
+ �||	�||�]	}	                                   (3) 

 
Here, we have �	∈ [0,1] for a parameter that is varied. By construction, the penalty applied to an individual 
coefficient (here the weight � >0) should be given by 

 

 
�

�
(1 − �)��

� + �|��|.                                                                                                                          (4) 

 
Here, σ = 1. It is probably to be the ℓ�-norm or LASSO penalty, and with σ = 0, it reduces to the squared ℓ�-
norm, which is corresponded to the ridge penalty.  

 

2.4 The group LASSO  
 
If there is a linear regression model with X groups of covariates, which is x=1,2, …, X, the vector ���Ɍ�� 

denotes the covariates in group x. To predict a real-valued response S ∈ Ɍ by the collection of covariates 
(��, … , ��), we suppose a linear model for the regression function C (A| S) given by �� + ∑ ��

��
��� ��, which 

is �� 	∈ Ɍ��dented by a group of ��regression coefficients.  

 
Suppose a collection of T samples {(��, ���, … , ��, �)}���

� , so, we could obtain the following [4]: 
 

 {
�

�(��∈Ɍ,��∈,Ɍ
��

��� ∑ (�
��� �� − �� − ∑ ���

��
��� ��)

� + � ∑ ||�
��� ��||�}	                                                     (5) 

 
here, ||��||� is regarded as the Euclidean norm of the vector ��.  

 

2.5 Adaptive LASSO 
 

Adaptive LASSO is proposed by Zou in 2006. Since LASSO could not be an oracle procedure. He 
introduced asymptotic setup was somewhat. From LASSO definition and the selection, the coefficients to be 
equally penalized in the ℓ�penalty. If assigning a couple of weights to different coefficients. Suppose the 
weighted LASSO, we define the weighted LASSO (2):  

 

||	� − ∑ ����
�
��� ||� + � ∑ ��|��|

�
����

������
 ,                                                                                   (6)  

 
here, Q is a weights vector that the weights are data=dependent and cleverly chosen, it is probably for the 

weighted lasso to be the oracle properties. That is, if �� is a root-n-consistent estimator to �∗; here we could 

use �� (ols). Picking a � > 0, the weight vector ��=
�

|	��|�
. Therefore, we got adaptive LASSO estimates ��∗(�) 

are given by Zou [4]  
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 ��∗(�) = ||	� − ∑ ����
�
��� ||� + �� ∑ ���|��|

�
����

������
.                                                                    (7) 

 

3 Statistical Analysis 
 

3.1 The elastic net selection 
 
The Lake Michigan fish acoustic data is big observations. I reserve observation for training, validation, and 
testing. A model fit on the training data is scored on the validation and test data. Each data is computed 
separated by the average square error (ASE) for the error sum of squares for observations in that role divided 
by the number of observations in the role.  
 

The following table “LASSO Selection Summary” is the STEPS-sub-option of the SELECTION=option 
specifies performs 120 steps of LASSO selection, but LASSO method terminates by step 42. Since the 
selected model is a perfect fit and the number of effects that can be selected by LASSO is bound by the 
number of training samples. In addition, the table showed that the step 42 is the minimum of the validation 
ASE. Thus, the model at this step is selected. The effected step is 27 (Table 1).  
  
We can see the following figure that displays the standardized coefficients of all the effects selected at a 
couple of step of the LASSO method, which is plotted as a function of the step number (Fig. 1).  
 

 
 

Fig. 1. Standardized coefficients of all the effect selection 
 

For LASSO method, selecting the number of effects is upper-bonded by the number of training sample [17], 
the elastic net method is more worked without a restriction. It can incorporate an additional ridge regression 
penalty. The following Table “Elastic Net Selection Summary” shows 28 steps due to the final step is effect. 
Comparing with the regular LASSO method, the elastic net method was more variables and its effected 
numbers were restricted by the number of samples. The following figure is the standardized coefficients of 
all the effects that are selected at some step of the elastic net method, plotted as a function of the step 
number.  
 

To construct a validation data set, the author applies the elastic net method selection. The ridge regression 
parameter is set to the value that achieves the minimum validation ASE. In the ridge regression parameter 
validation ASE is higher than the one of the elastic net selection. We can see the following the validation is 
lowered and optimized on the validation data. In addition, the k-fold cross validation is applied to this paper. 
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It is easy to find that the elastic net method gets the smallest CVPRESS score at step 9 that generates 10 
selected effects.  
 

Table 1. LASSO selection summary 
 

 
 

Table 2. Elastic net selections: K-fold cross validation with CVPRESS score 
 

 



 
 
 

Xie; AJPAS, 2(4): 1-17, 2018; Article no.AJPAS.46563 
 
 
 

7 
 
 

Fig. 2 is to reflect that k-fold cross validation used a least square fit to compute the CVPRESS score. Thus, 
the criterion does not directly depend on the penalty regression used in the elastic net method, and the 
CVPRESS curve looks like OK. On the other hand, the author uses the elastic net method to compare the 
selection of both the selected variables in the model and the ridge regression parameter. The result displays 
that the curve of CVEXPRESS statistic as a function of the step number is smoother than the CVPRESS 
statistic. However, the CVPRESS statistic is based on an ordinary least squares model; CVEXPRESS 
statistic is according to a penalized model.  
 

 
 

Fig. 2. Cross validation using elastic net 
 

We also see that Table 2.b shows that the smallest CVEXPRESS score at step 26 with 27 selected effects.  
 

3.2 Group LASSO selection  
 
It is a variant of LASSO that specific linear model. In this case, there are 18 continuous effects, that is, X1-
X18 and 3 CLASS variables, X1-X3. It has multiple degree of freedom. This paper was selected to stopped 
by the specified number of 20 steps. In LASSO selection, there are multiple parameters that can split into 
their constituent parameters [16]. In this paper the spline effect has a couple of parameters by default and 
each of the three CLASS effects have four parameters.  
 
The mode had a total of 6727 parameters. In “LASSO Selection Summary” the standardized coefficients of 
all the effects selected as a couple of steps of the LASSO method, which plotted as a function since we 
specified CHOOSE=SBC to pick the best model, the SBC value for the model at every step is also shown in 
the following figure. The number of effects is Step 20.  
 
Thus, the model at this step is selected, it is possible that the resulting in 21 selected effects, which is noted 
that SBC= 2n ln (ACL (�)) +p ln (n), ACL (�), (Average check loss); ACL (�)=D (�) /n. In Table 3, the 
Elastic net selection is displayed: The smallest CVEXPRESS score.  
 
In LASSO selection, we can choose the multiple parameters to split into them constitute parameters and the 
spline have a couple of parameters by defaulting. In this case, in the three CLASS effects X3 has 13 
parameters, three parameters for X1, one parameter for X2, as well as X15*X17. To build the best a group of 
the continuous effects to use a collection effect, the author applied GROUP LASSO procedure. Group 
LASSO selection is not split by default. In the following table contained 27 effects and 223 parameters 
effects. Also, it exhibited the standardized coefficients of all the effects selected at some step of the group 
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LASSO method, plotted as a function of the step number. In this plot, the CHOOSE=SBC option is selected 
the model at step 16 is the minimum value of the SBC, the resulting model contains the 4 effects with all the 
true ones, and 89 parameters.  
 

Table 3. Elastic net selections: The smallest CVEXPRESS score 
 

 
 

Table 4. Group LASSO selection with 27 effects and 223 parameters 
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Fig. 3 is a spline effect and classification effects. In Fig. 4a group of the three of the continuous effects are 
constructed. The RHO=0.8 option specifies the value of ρ for determining the regularization parameter 
� = ��  as the i th step of the group LASSO selection process. The figure displayed a finer coefficient 
progression. The group LASSO method add or drop more than one effect. Clearly in Fig. 5, Step 7, Step 13, 
and Step 18 each added two effects to the model. Simple selection breaks down since group LASSO does 
not accept a piecewise linear constant solution path for a regular LASSO.  

 

 
 

Fig. 3. k-fold cross validation with CVPRESS. 
 

In Fig. 6. the interaction between X11 and X13; in Fig. 7 cross validation details suggest that there are strong 
interactions between X10 and X11; in Fig. 8 non-monotone is increasing, which is the sequence of entry p-
values at each step and stopping when all candidate entering effects are not significant at the prespecified 
SLE value do not guarantee that.  
 

3.3 Adaptive LASSO 
 
For GLMSELECT procedure, the algorithms that make them customized with specifying criteria of some 
effects are applied [15]. This paper was used to significance level(SLS) for removal and effects not yet in the 
model whose addition was significant at the entry significance level(SLE) were candidates for addition to the 
model by the default SLE and SLS value of 0.15.  
 
Fig. 9 is the stepwise selection process that stopped at an earlier step with using predicted residual sum of 
squares (PRESS) to assess the selected models as stepwise selection progresses other than Schwarz Bayesian 
information criterion (SBC). The following figure showed that X17*X2 was optimal value of criterion 
(Table 4). In addition, “stop=PRESS” statement is used to confirm the above results (Table 5). 
 
Some researchers thought that Adaptive LASSO was better than regular LASSO methods. However, the 
author does not agree with view. We could compare both to see if there are difference place. We can see out 
that both selected the same set of predictor variables (X17, X2*X18, and X18*X17), even if the solution 
paths were little different. Also, the estimated coefficient values are closer. On the other hand, we see “Fit 
Statistics Tables” by using LASSO and Adaptive LASSO that the ASE of the test data for adaptive LASSO 
(145251) is slightly greater than LASSO (145073).  
 



Table 5. Adaptive LASSO: GLMSELCT procedure with stay significant level and entry significant 

 
Table 6. Adaptive LASSO: Stepwise selection with stop=PRESS

 
Of course, the main advantage of adaptive LASSO over regular LASSO should be its asymptotic 
consistency. It makes a difference for very large data sets like this paper. But, asymptotic con
generally automatically result in optimal prediction performance for finite samples. Some researchers 
thought regular LASSO can still be benefit from difficult prediction problems Zou
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Table 6. Adaptive LASSO: Stepwise selection with stop=PRESS 
 

Of course, the main advantage of adaptive LASSO over regular LASSO should be its asymptotic 
consistency. It makes a difference for very large data sets like this paper. But, asymptotic consistency cannot 
generally automatically result in optimal prediction performance for finite samples. Some researchers 
thought regular LASSO can still be benefit from difficult prediction problems Zou 2006.  
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Table 5. Adaptive LASSO: GLMSELCT procedure with stay significant level and entry significant 

 

 

 

Of course, the main advantage of adaptive LASSO over regular LASSO should be its asymptotic 
sistency cannot 

generally automatically result in optimal prediction performance for finite samples. Some researchers 
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Fig. 4. k-fold cross validation with CVEXPRESS 
 

 
 

Fig. 5. Group LASSO standardized coefficient: Standardized coefficient with effects sigma 
 

Table 6 displays the parameter estimates and the fit statistics of the model that was selected by elastic net. 
Obviously, two parameters (X3*X17 and X2* X18) were so closed to 0. (-0.000613, -7.331039E11). The 
ASE of the test data was 167246. Also, for the mode evolves the selection process, the author used the 
QUANTSELECT procedure to help the coefficient plot, The average check loss plot, and a couple of 
criterion plots in either packed or unpacked forms by which the Lake Michigan Fish data was required by 
τ=0.1, STOP=AIC criterion, CHOOSE=SBC criterion, and SH=7 option (Not shown due to space limit). 
Table 7 suggests the LASSO and Adaptive LASSO. In Table 8 “Fit Statistics” shows the penalized log 
likelihood and the roughness penalty. Information criteria such as Akaike’s Information criterion (AIC), 
Akaike’s bias-corrected information criterion(AICC), etc. These criteria penalize the -2log likelihood for 
effective degree of freedom. Using the GCV criterion is to compare against other generalized additive 
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models that are penalized. Obviously, AIC is the smallest one. In Table “Parameter Estimates” it shows that 
the regression parameter and dispersion parameter estimates.  
 

 
 

Fig. 6. Group LASSO standardized coefficient: Standardized coefficient with a Spline effect 
 

 
 

Fig. 7. Stop Details statement 
 

We can see that the intercept is the only regression parameter since all variables are characterized by spline 
terms and no parametric effects are presents and the constant effect was absorbed by the intercept. Also, 
maximizing the likelihood make estimate to the dispersion parameter.  

 
Table 7. LASSO and adaptive LASSO 

 
LASSO                                        Adaptive LASSO 
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Fig. 8. Cross validation details 
 

Table 8. Fit statistics with penalized log likelihood and the roughness penalty 
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Fig. 9. The p-values at each step 
 

4 Results 
 
The elastic net, group LASSO, and Adaptive LASSO are the best and accurate analysis and forecasting 
parameters and models in the LASSO techniques. I believe that the LASSO method is most comprehensive 
and effective way in the regression analysis to solve the real problem thoroughly. From statistical analysis, 
the author concludes that fish density is strong relationship with Area Backscattering (ABC). Also, there are 
significant interactions between “Exclude below line depth mean” and ABC, between ABC and “Multiple 
successive depth layers that presents the layer number of the cell being analyzed”. On the other hand, there 
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are interaction between latitude of the end that represents the last ping in the domain to be analyzed and 
latitude represents the middle ping in the domain to be analyzed, as well as relative relationship between 
multiple successive depth layers that presents the layer number of the cell being analyzed and year of survey 
for Lake Michigan.  
 

5 Discussion  
 
For sparse underwater acoustic channel equalization, two researchers introduced a family of sparse group 
LASSO recursive least squares algorithms such as ℓ�ℓ�, −����, ℓ�ℓ∞, etc. as the sparsity constraint in the 
penalty function to develop the sparsity of the underwater acoustic communication system. Their 
experimental result showed that a direct adaptive decision feedback equalizer receiver with the proposed 
family of sparse group LASSO RLS algorithms obtained good performance in convergence rate, mean 
square deviation and symbol error rate [5]. A couple of researchers used machine leaning techniques to 
predict the performance of an underwater acoustic network. They displayed a machine-learning model based 
on logical regression to capture the spatio-temporal variation in the performance of an underwater acoustic 
network and captured the effect of environmental factors such as wind speed, tide, current velocity [6]. One 
scholar used regression analysis to effective hydro cast in underwater environment. To get data he developed 
a simple regression model by ns2 simulator and tested without any autocorrelation between them with 
Durbin Watson analysis by statistical package [7]. A study group applied Logistic Regression Models to 
underwater cylindrical objective detection. the mathematical mode was based on the size of the cylinder 
used in the experiment. They obtain effective results for under the circumstance and a mathematical model 
without enough data [8]. Two IEEE members developed Robust Regression for tracking underwater targets. 
They used gaussian model of noise to advance underwater target tracking. The Monte Carlo simulation 
showed the robustness of the proposed estimation procedure [9]. Some scholars thought that it is important 
for variable selection to analyze GWAS data with both the LASSO and the elastic net and alternative tuning 
criterion to minimum MSE [10] (Partrik et al. 2013). Researchers solved the questions with a small number 
of smooth nonzero patches with the latter of different degree of sparsity by using Elastic Net and Elitist 
LASSO models. They found mode interpretable neurophysiological patter [11]. In the supervised learning 
theory some professional scholars studied that the algorithm is an iterative procedure for the minimization of 
the regularized empirical error and they solved LASSO, elastic-net and Tikhonov regularization [12]. A 
study group made the generalization of weight-fused elastic net to perform group variable selection with 
combining weight-fused LASSO and elastic net [13]. To assist the mixed model selection, two researchers 
used the adaptive LASSO penalized term to propose a two-stage selection procedure to choose both the 
random and fixed effects. They achieved effective results [14].  
 

6 Conclusion  
 
The author think that big data or big sample size data is a complicated and thorny problems. It is very 
difficult to solve them if using single or two regular LASSO methods. Therefore, the author tries to test 
multiple and comprehensive LASSO methods to analyze and estimate 13147 observations and big 
dimensions (121 parameters or more) from Lake Michigan fish acoustic data during 2011-2016. The author 
believes that more research papers regarding multiple to comprehensive researches using LASSO methods 
will be increasing in the future.  
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