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ABSTRACT

A new architecture of deep neural networks, directed acyclic
graph convolutional neural networks (DAG-CNNs), is used to
classify heartbeats from electrocardiogram (ECG) signals into
different subject-based classes. DAG-CNNs not only fuse the
feature extraction and classification stages of the ECG classifi-
cation into a single automated learning procedure, but also
utilized multi-scale features and perform score-level fusion of
multiple classifiers automatically. Therefore, DAG-CNN negates
the necessity to extract hand-crafted features. In most of the
current approaches, only the high level features which
extracted by the last layer of CNN are used. Instead of perform-
ing feature level fusion manually and feeding the results into a
classifier, the proposed multi-scale system can automatically
learn different level of features, combine them and predict the
output label. The results over the MIT-BIH arrhythmia bench-
marks database demonstrate that the proposed system
achieves a superior classification performance compared to
most of the state-of-the-art methods.

Introduction

Heart’s electrical activities are captured by using some electrodes that are
connected to specific points of patient’s chest. Electrocardiogram (ECG) classi-
fication is one of the most challenging tasks in heartbeat analysis. Medical
centers are using ECGs in order to detect various cardiovascular diseases. By
monitoring a patient’s ECG tape; expert cardiologists are able to recognize any
kinds of arrhythmias which can be the cause of several serious heart diseases. In
the last decade, researchers have proposed different pattern recognition systems
in order to detect such arrhythmias automatically, which have been very helpful
for cardiologists and hospitals. Although collecting the ECG data is easy, a lot of
challenges still exist in order to extract the most useful information from the
ECG signals. In Figure 1, we illustrated 50 randomly selected sample signals
from 5 different AAMI (AAMI 1987) classes, namely, non-ectopic (N),
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Figure 1. Fifty randomly selected heartbeat signals for (a) Class N, (b) Class L, (c) Class R, (d) Class
V, (e) Class A.

supraventricular ectopic (S), ventricular ectopic (V), fusion (F), and unknown
(Q), in order to show the inter-class variation and intra-class similarity between
them. To address the drawbacks of visual and manual interpretations of ECGs,
researchers pursue the development of computer-aided diagnosis (CAD) sys-
tems to automatically analyse and interpret these signals.

In recent years, several conventional machine learning techniques were
developed for heartbeat classification from ECG signals (Alajlan et al. 2014;
Alcaraz et al. 2011; Alonso-Atienza et al. 2014; Alvarado, Lakshminarayan,
and Principe 2012; Homaeinezhad et al. 2012; Javadi et al. 2013; Melgani
and Bazi 2008a). These methods consist of three main stages, namely
preprocessing, feature extraction and classification. In preprocessing
stage, the quality of ECG signals is enhanced by removing noise and
baseline wander (Langkvist, Karlsson, and Loutfi 2012; Pereira et al.
2016; Sameni et al. 2007; Tracey and Miller 2012; Wang et al. 2015).
Then, the ECG waveforms are segmented into their main sub-waves,
namely, P wave, QRS complex and T wave (Bono et al. 2014; Ning and
Selesnick 2013; Phukpattaranont 2015). After segmentation, different kinds
of extracted features can be categorized into morphological features (De
Chazal, O’Dwyer, and Reilly 2004; Dima et al. 2013), temporal-based
features(De Chazal and Reilly 2006; Kutlu and Kuntalp 2012), wavelet
transform derived features (Hatipoglu and Bilgin 2017; Yu and Chou
2008), high-order statistics (HOS) (Kutlu and Kuntalp 2012), Hermite
basis function features (De Lannoy et al. 2012), and hidden Markov
modeling (HMM) features (Chang et al. 2012). After feature extraction
stage, popular techniques such as principal component analysis (PCA),
independent component analysis (ICA), and linear discriminant analysis
(LDA) are usually used for the purpose of reducing the dimensionality of
the extracted features into the most discriminative ones (Martis, Acharya,
and Min 2013; Ye, Kumar, and Coimbra 2012; Yu and Chou 2008). In the
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last stage of ECG classification, the features are fed into classifiers such as
neural networks (NNs) (Jiang and Kong 2007), probabilistic NNs (Wang
et al. 2013), recurrent NNs (Singh and Tiwari 2006), support vector
machines (SVMs) (Alajlan et al. 2014; Homaeinezhad et al. 2012), least
square SVMs (Dutta, Chatterjee, and Munshi 2010), path forests (Da Luz
et al. 2013), and Gaussian processes (GPs) (Alajlan et al. 2014; Melgani and
Bazi 2008b).

In recent years, CNNs have been used in many image and signal
processing applications and they are shown to outperform state-of-the-
art methods. CNNs are successfully utilized in biomedical image and signal
processing such as histopathological images (Hatipoglu and Bilgin 2017),
magnetic resonance (MR) images (Pereira et al. 2016), and X-ray images
(Kallenberg et al. 2016). Recently, the use of CNNs is also proposed for
ECG signal processing in a significant number of publications. In this
respect, in (Acharya et al. 2017a), a 9-layers deep convolutional neural
network is developed for automatic identification of 5 AAMI categories of
heartbeats in ECG signals. They used original and noise removed set of
signals from MIT-BIH database in their experiments. Also, the authors
generated synthetic data samples to overcome the imbalance in the num-
ber of different heartbeat samples in each class. In (Acharya et al. 2017b),
the authors used a 11-layer deep CNN for detecting normal atrial fibrilla-
tion (Agp), atrial flutter (Ag) and ventricular fibrillation (Vgy,) type of ECG
diseases. Two different CNNs are constructed for training such that one is
used for 2 seconds and the other is used for 5 seconds durations without
QRS detection. In (Luo et al. 2017), ECG signals were first converted into
time-frequency images by using modified frequency slice wavelet trans-
form (MFSWT) and then a deep learning method was applied for heart-
beat classification. Zubair et al. used a simple 1-D CNN consisting of 3
convolution layers, 3 pooling layers and one MLP layer with output on
MIT_BIH dataset in order to classify AAMI recommended heartbeat types
(Zubair, Kim, and Yoon 2016). Pourbabea et al. proposed a CNN method
to automatically learn and extract features for the identification of patients
with paroxysmal atrial fibrillation(PAF) from his/her ECG signals
(Pourbabaee, Roshtkhari, and Khorasani 2016). Following feature extrac-
tion step, a KNN classifier is employed to improve the performance of
their system. In the work of Kiranyaz et al. a real time patient-specific
ECG classification is proposed through using a 1-D CNN which is trained
using a small number of common and patient-specific training data
(Kiranyaz, Ince, and Gabbouj 2016).

Based on the demonstrated success of CNNs for biomedical signal and
image processing, the research work presented in this article proposes a
directed acyclic graph CNN for the automated diagnosis of heartbeat signal
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and experimentally exhibits its success on various AAMI heartbeat signals
taken from the MIT-BIH database.

The ECG signals database

The MIT-BIH (Mark and Moody 2001) arrhythmia database is providing 48
annotated records which are collected from 47 male and female subjects;
labelled non-sequenced integers from 100 to 234. Each record is about
30 minutes in length. The signals were sampled at a frequency of
360 hertz. Annotation file of each record contains useful information such
as the occurrence times of R-peak locations or class of the corresponding
heartbeat signals. In MIT-BIH database, there are 15 different heartbeat
categories as summarized in Table 1.

Assessment strategy

There are mainly two different approaches to assess the performance of a
machine learning algorithm in ECG domain: class-based and subject-based.
Class-based methods are applied based on the selection of various heartbeats
from MIT-BIH dataset and classifying them into the associated disease
categories. The subject based methods, that are more widely studied in
literature, are based on the use of AAMI standard (AAMI 1987) which breaks
down the 15 heartbeat classes into 5 sub-classes, namely, non-ectopic (N),
supraventricular ectopic (S), ventricular ectopic (V), fusion (F), and
unknown (Q) (De Chazal and Reilly 2006; Ince, Kiranyaz, and Gabbouj
2009; Jiang and Kong 2007; Kiranyaz, Ince, and Gabbouj 2016; Luo et al.
2017; Zhang et al. 2014). Table 1 illustrates the AAMI standard based

Table 1. Heartbeat classes given by the MIT-BIH database along with the regrouping defined by
the AAMI standard.

MIT-BIH class Annotation AAMI groups

Normal beat N N: beats not found in the classes S, V, F and Q
Left bundle branch block beat

Right bundle branch block beat

Atrial escape beats

Nodal (junctional) escape beat

Atrial premature beats

Aberrated atrial premature beats
Nodal (junctional) premature beats
Non-conducted P-wave (blocked APB)
Premature ventricular contraction
Ventricular escape beat

Ventricular flutter wave

Fusion of ventricular and normal beat
Fusion of paced and normal beat
Unclassified beat

S: supraventricular ectopic beats

V: ventricular ectopic beats

F: Fusion of ventricular and normal beat
Q: paced beats or unclassified beats

O +m —M< X “— >0 0
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division of 15 heartbeat classes into the five above mentioned sub-classes
together with the association between MIT-BIH arrhythmia dataset and
AAMI standard.

Patient-specific classifier training

Considering two different patients having the same cardiac problem, their
ECG signals bear significant morphological differences and this is in fact one
of the fundamental difficulties of designing a common classifier that accu-
rately detects the categories of heartbeat signals. One approach proposed to
deal with this problem is the use of patient-specific classification techniques
(Ince, Kiranyaz, and Gabbouj 2009; Kiranyaz, Ince, and Gabbouj 2016; Zhang
et al. 2014). In these approaches, the system is trained by using a limited
number of heartbeat samples, for example 5 minutes or 300 heartbeats, from
the beginning of each individual ECG record to enhance the classification
performance.

Convolutional neural networks

Based on the recently available literature, CNNs outperform state-of-the-art
classifier systems in image processing, machine vision, speech recognition
and other visual and signal processing tasks. Basically, CNNs are hierarchical
neural networks constructed by a stacked combination of some common
components, namely; convolution layer, rectified linear units and max pool-
ing unit. The output of each layer is used as an input of the next layer. The
output layer of a CNN architecture is a fully connected multilayer perceptron
(MLP) that has the same number of output neurons as the class labels. A
graphical description of a CNN architecture is given in Figure 2. Brief
functional descriptions of each CNN component are as follows:

— CAR
— TRUCK
— VAN

D D — BICYCLE

FULLY
INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU  POOLING FLATTEN UNeerep SOFTMAX
FEATURE LEARNING CLASSIFICATION

Figure 2. Example of CNN architecture (Mathworks online resource, 2017).
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(1) Convolution layer: This layer of a CNN extracts and learns features
from the input data. Convolution layer has many adaptive filters (or
kernels) which may have different sizes in different layers.

(2) Rectified linear unit layer (ReLU): Rectified linear units, or the ReLU
layer, are nonlinear activation functions which perform a threshold
operation to each element of the input such that any value less than
zero is set to zero.

(3) Pooling layer: In order to reduce CNN computations, this layer
reduces the size of extracted features by down-sampling. This opera-
tion can be done by taking the average or the maximum number that
the filter convolves around in each kernel.

(4) Fully connected layer: The last layer of a CNN is a multi-layer percep-
tron (MLP) with k output neurons, where k is the number of class
labels.

Directed acyclic graph-convolutional neural networks

Deep Learning is a subfield of machine learning concerned with algorithms
inspired by the structure and function of the brain called artificial neural
networks. Recently, deep artificial neural networks (including recurrent ones)
have outperformed numerous state-of-the-art methods in solving pattern
recognition and machine learning problems. A detailed review of deep
learning neural networks can be found in (Schmidhuber 2015). The directed
acyclic graph (DAG) networks can represent more complex network archi-
tectures compared to ones consisting of a linear chain of layers. DAG
architecture for neural networks (NNs) have emerged from the idea of
recurrent NNs that have some feedback connections from forward layers to
backward ones, which give them the ability of capturing dynamic states. The
main advantage of DAG-structured networks is that their forward layers can
have multiple input parameters from several backward layers. This way, they
can achieve different levels of signal representations. CNNs form a subset of
deep learning neural networks for which some of the recently published work
can be found in (Raiko, Valpola, and LeCun 2012; Sermanet et al. 2013;
Szegedy et al. 2015). A fundamental feature of the deep learning neural
networks is the use of connections between their layers, called “skip connec-
tion,” that is similar to DAG-CNNs main idea, and it is shown that these skip
connections can improve the accuracy of the classification tasks significantly.

DAG-CNN was proposed by Yang and Ramanan (Yang and Ramanan 2015)
to learn a set of multi-scale image features that are successfully used for
classification of three standard scene benchmarks. They showed that the
multi-scale model can be implemented as a DAG-structured feed forward
CNN. By this approach, it is possible to use an end-to-end gradient-based
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Figure 3. Visualization of the parameter setup at i-th ReLU and k-th ADD (Yang and Ramanan
2015).

learning for automatically extracting multi-scale features using generalized back
propagation algorithm over the layers that have more than one input. In fact, all
the required equations for training the network are standard CNN equations
except for the Add and ReLU layers since they have multiple inputs or outputs
Let us con51der the ith ReLU layer in Flgure 3, Let o; be its input, f3; ) be the
output for its j" output branch (its j" child in the DAG), and assume that z is
the final output of the softmax layer. The gradient of z with respect to the input
of the i ReLU layer can be computed as Equation (1):

C (i
%:Z az “ﬂi (1)

where C is the number of output edges of the i ReLU.

For the Add layer, let i = g (ock S oc,EN)) represents the output of an
Add layer with multiple inputs. We can compute the gradient along the layer
by applying the chain rule as Equation (2):

a, 8, 0B, 0. XC: 0B, 0ol
Oa; OB, O OP, = 80(,9) Oa;

(2)

In the convolutional layers (layer L1,L4,L7, and L10 in Figure 4), the
convolution operation is computed by the Equation (3):

N—-1
Xn — Zykfn—k (3)
k=0

where y and f are the ECG signal and the applied filter, respectively, and N is
the number of elements in the ECG signal y. The convolution layer’s output
is represented by vector X . For all layers of the DAG-CNN architecture,
except ReLU and ADD layers, the Equation (4-5) are used to update biases
and weights as follows:

AWt(t—i-l):——Wl—gaa—‘f/l—f—mAWl() (4)
2Bt +1) = -2 9€ | By (5)

n 0B,
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Figure 4. Overview of proposed DAG-CNN method.

where W, B, I, \, x,n,m,t, and C denote the weight, bias, layer number,
regularization parameter, learning rate, total number of training samples,
momentum, updating step, and cost function respectively.

In DAG-CNNSs, since lower layers are directly connected to the output
layer through multi-scale connections, it is guaranteed that these layers’
neurons receive a strong gradient signal during learning and do not suffer
from the problem of vanishing gradients.

In this study, DAG-CNNs are used for automatically extracting and
combining discriminative features and classifying the ECG data into different
heartbeat classes.

The proposed DAG-CNN methodology
Pre-processing

Before we fed the raw ECG signals into our proposed method, the following
simple 3-step pre-processing of ECG signals is carried out: removing the base
line, denoising the signals and signal segmentation. To carry out the first two
pre-processing steps, Daubechies wavelet-6 filters are used (Singh and Tiwari
2006), whereas for segmentation of raw ECG signals into heartbeats, first the
R-peaks are found by using Pan-Tompkins (Pan and Tompkins 1985) pro-
cedure. Consequently, 140 samples are selected from the left sides and 139
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samples are selected from the right sides of the detected R-peaks. Hence, the
length of sampled points is 280 for each segmented heartbeat. At the begin-
ning of each ECG recording, if the number of sample points is less than 140
on left side of the first R-peak, that heart beat was ignored. Similarly, the last
heartbeat is also ignored if the number of sample points on the right side of
its R-peak is less than 139. Finally, Z-score normalization is applied on all
sampled values in order to convert them to a common scale with an average
of zero and standard deviation of one by using the Equation 6.

X—up
o

7 =

(6)

where X , y and o are signal, signal’s mean and signal’s standard deviation
respectively.

Proposed DAG-CNN model

In this research work, a DAG-CNN architecture is proposed to improve the
discrimination capability of a deep neural network by allowing its layers to
share their learned features and work collaboratively for classification. The
proposed multi-scale CNN topology applies learned features with different
level of complexity in order to predict the output label with high precision.

CNNss can be used as automatic feature extractors and the learned features
can be fed to classifiers like SVMs or NN to predict the output labels. Mid-
level features at intermediate layers of a CNN can be discriminative for
classifying different patterns with varying complexities. However, in CNN
architectures used in literature so far, these cross-layer heterogeneity features
are ignored. It is clear to see that these mid-level features are already
computed when the system is trained to extract high-level features, and
hence, their use do not bring any extra computational burden within our
proposed model. Instead of performing feature level fusion and feeding the
results to a classifier, we proposed a multi-scale system by using a CNN with
directed acyclic graph topology. Our proposed model can automatically learn
different level of features, combine them and predict the output label.

One of the common problems with feature level fusion is the size of the
feature vectors. In CNNs, the size of the learned features in intermediate
layers can be very large and combining these features may cause the curse of
dimensionality problem. To overcome this problem, we compute marginal
activations by performing average pooling on the learned features of some
layers which are used for feature level fusion.

We assumed that the output of each component (convolution, ReLU,
pooling, normalization, fully connected and ADD) of the proposed model
is treated as a separate layer. Therefore our model has 22 layers. Our
proposed model consists of a typical CNN as its base structure and some
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links from the intermediate and last ReLU layers. These links are connected
to an average pooling layer to reduce their dimensionality. Then the
extracted features are normalized and given to separate fully connected
MLP layers. Each of these fully connected layers have the same number of
neurons in their last layer and their number is equal to number of class labels
(five different AAMI classes) and generate a score vector for each input
sample. These score-vectors are added with each other, element by element
and fed into the final decision layer with softmax activation function to
predict the class label.

In this study, we have shown that combining different level features can
improve the classification accuracy significantly. Particularly, the classifica-
tion accuracy is improved when we add features learned by intermediate
layers, with the exception of the low-level features of early layers that cause a
decrease in classification accuracy. For the purpose of testing different
combinations of feature layers and finding the best one experimentally,
features of the last layer are considered as of necessary and intermediate
layer features are added layer-by-layer, one at a time, in a backward fashion
until no improvement observed in classification accuracy. This greedy
approach ignores the features of layers closer to the input layer.
Experimental evaluations as illustrated within the next section exhibited
that the proposed system’s capability of fusing multi-scale features improves
the accuracy of classification tasks.

Experimental results

In our experiments, following the AAMI standard, four records labelled with
(102,104,107 and 217) containing paced beats with low signal quality, were
removed. Also to follow AAMI recommendations the remaining 44 records
are divided into two disjoint sets DS1 and DS2. Trainset (DS1) contains
records labelled with 101, 106, 108, 109, 112, 114, 115, 116, 118, 119, 122,
124, 201, 203, 205, 207, 208, 209, 215, 220, 223 and 230; and the testset (DS2)
contains records labelled with 100, 103, 105, 111, 113, 117, 121, 123, 200, 202,

Table 2. Summary of the training and testing heartbeat samples.

AAMI heartbeat type Total No. Trainset Testset
N 89695 45653 44042
S 2946 983 1963

v 7459 4252 3207
F 811 423 388

Q 15 8 7

Trainset (DS1) consist of heartbeats from records 101, 106, 108, 109, 112, 114, 115, 116, 118, 119, 122, 124,
201, 203, 205, 207, 208, 209, 215, 220, 223 and 230.

Testset (DS2) consist of heartbeats from records 100, 103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212,
213, 214, 219, 221, 222, 228, 231, 232, 233 and 234.

Records 102, 104, 107 and 217 were not used in trainset and testset.
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Table 3. The details of back-bone CNN architecture of DAG-CNN model.

Layers Type No. of Neurons Kernel size Stride
1 Convolution 276 X 5 5 1
3 Max-pooling 138 X 5 2 2
4 Convolution 66 x 10 4 1
6 Max-pooling 33 x 10 2 2
7 Convolution 31 x 15 3 1
9 Max-pooling 33x 10 2 2
10 Convolution 14 x 20 3 1
12 Max-pooling 7 %20 2 2
13 Average-pooling 33x10 2 2
14 Average-pooling 33x 10 2 2
18-19-20 Fully Connected 25x15%x5 - -

210, 212, 213, 214, 219, 221, 222, 228, 231, 232, 233 and 234 from MIT-BIH
dataset (Table 2).

In Table 3, we summarize the details of the DAG-CNN model. S-shaped
rectified linear unit (SReLU) (Xiaojie et al. 2016) has been used in our
networks. Compared to other activation functions, SReLU is able to learn
both convex and non-convex functions. For all the max-pooling and average-
pooling layers kernel size and stride are set to 2. All of the 3 fully connected
layers (FC) in Figure 4 are multi-layer perceptron (MLP) with 3 layers
consisting of 25, 15, and 5 neurons respectively. In the last layer, the softmax
function is used to generate the final decision of the system which can be one
of the output classes namely N, S, V, F, and Q.

Our proposed DAG-CNN architecture was trained through the standard
backpropagation technique with a batch size of 8. In order to obtain opti-
mum performance, the other learning parameters are set as follows: in order
to prevent overfitting of training data, the regularization parameter (A) is set
to 0.2, momentum parameters which adjust the speed of learning during
training is set to 0.8, and learning rate that controls the convergence of the
training data is set to 0.0002 and is linearly changed according to the mean-
squared error values in each five iteration. The training was performed over
40 epoch rounds. The goal of our DAG-CNN model is to classify heartbeats
into five AAMI classes. Table 4 summarizes beat-by-beat classification results
of ECG heartbeat patterns for all test records.

Table 4. Different heartbeat types classification result.
Classification result

Grand truth N S Vv F Q
N 37571 80 192 133 8
S 427 1156 1 5 2
Vv 88 2 2671 74 0
F 60 1 2 281 0
Q 6 0 0 1 0
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Table 5. Four heartbeat types classification metrics compared to the state-of-the-art (percentage,
%).

Methods Year Labelled Accuracy > v F

Sen Ppr Sen Ppr Sen Ppr Sen Ppr
Luo et al. 2017 300 97.5 99.0 984 714 944 933 933 827 585
Chazal and Reilly 2006 500 93.9 943 994 877 47.0 943 962 740 29.1
Jiang and Kong 2007 300 94.5 987 962 506 68.0 86.6 894 358 842
Ince et al. 2009 300 93.6 970 970 621 567 834 865 614 734
Martis et al. 2013 0 89.0 942 992 862 567 924 934 664 177
Alvarado et al. 2012 0 93.6 942 992 862 567 924 934 664 177
Ye et al. 2012 0 88.2 90.0 982 564 551 847 595 358 58
Zhang et al. 2014 0 883 889 99.0 79.1 36.0 855 928 938 137
Proposed methods 300 9715 988 983 723 930 920 928 817 57.00

For each of the four classes N, S, V, and F, we compared the classification
performance of our system with the state-of-the-art approaches in Table 5.
For this comparison we computed the four standard metrics: classification
accuracy (Acc), sensitivity (Sen), specificity (Spe), and positive predictive
ratio (Ppr). The equations of these common metrics are as follow: by con-
sidering TP as true positive, TN as true negative, FP as false positive, and FN
as false negatives:

Accuracy is the ratio of the number of correctly classified patterns to the
total number of patterns classified:

Acc = (TP+ TN)/(TP+ TN + FP + FN) (7)
Sensitivity is the rate of correctly classified events among all events:
Sen = TP/(TP + FN) (8)

Specificity is the rate of correctly classified non-events among all non-
events:

Spe = TN/(TN + FP) (9)

and Positive predictive ratio is the rate of correctly classified events in all
detected events:

Ppr = TP/(TP + FP) (10)

For clinical applications, the sensitivity, specificity and positive predictively
measurement are more relevant performance criteria because there is a large
difference in the number of beats from different classes in the training/testing
data.

Clinically, supraventricular ectopic beats (SVEB) and ventricular ectopic
beats (VEB) are two critically abnormal and serious heartbeats. So for
performance evaluations, we also present the results in terms of VEB [V
class versus (N, S and F)] and SVEB [S class versus (N, V and F)]. The VEB
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Table 6. SVEB and VEB Classification metrics compared to the state-of-the (percentage, %).

SVEB VEB
Methods Acc Sen Ppr Spe Acc Sen Ppr Spe
Luo et al. 98.8 714 94.4 99.8 99.1 93.3 933 99.5
Kiranyaz et al. 96.4 64.6 62.1 98.6 98.6 95 89.5 98.1
Chazal and Reilly 95.9 87.7 47.0 96.2 99.4 94.3 96.2 99.7
Jiang and Kong 96.6 50.6 68.0 98.8 97.7 86.6 894 98.9
Ince et al. 97.3 63.5 537 98.3 98.0 84.6 86.7 99.0
Martis et al. 933 83.2 335 93.7 97.4 86.8 759 98.1
Alvarado et al. 97.0 86.2 56.7 97.5 99.1 92.4 934 99.5
Ye et al. 97.4 56.4 55.1 98.6 94.6 84.7 59.5 95.4
Zhang et al. 93.3 79.1 36.0 93.9 98.6 855 92.7 99.5
Proposed methods 98.8 72.2 933 99.8 99.1 94.2 92.8 99.5

and SVEB classification results of the proposed technique over all DS2
records are summarized in Table 6. It is observed that, the overall perfor-
mance of the proposed method in VEB and SVEB detection is significantly
better than most of the state-of-the-art methods and is equally well with the
best method (Luo et al. 2017).

Conclusions

This manuscript presented a novel method based on deep learning for
automatic classification of heartbeat signals. The proposed method extracts
multiple-scale features automatically from different layers of convolutional
neural networks (CNN) by using a directed acyclic graph CNN architecture.
Experimental evaluations based on the popular MIT-BIH ECG dataset
showed that fusion of multiple-scale features improves the classification
performance of the overall systems and makes the proposed method compe-
titive to its state-of-the-art alternatives. Based on the obtained experimental
results, it is evident that the proposed system has significant potential to be
used in real clinical environments.
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