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ABSTRACT 
 

This paper provides an overview of the methods and techniques used to ensure the security and 
privacy protection of Natural Language Processing (NLP) based test scoring systems. NLPs 
improve the accuracy and efficiency of correction systems. However, these systems process 
sensitive data such as student responses, which raises security and privacy concerns. We examine 
the components of such a system and then propose measures such as access controls, 
homomorphic encryption, firewalls and blockchain mixed together to secure the system. Next, we 
safeguard privacy through methods such as differential privacy protection, anonymization and 
pseudonymization of data. In addition, we insist on the integration of a browser monitoring module 
to detect any cheating during composition. In this article we partly present a system called 
"GestStudent New Generation" in which we integrate most of the security concepts to secure the 
whole system and guarantee privacy protection. Finally, we conclude by stressing the importance of 
continuous evaluation of these security and privacy measures to ensure the trust and reliability of 
NLP-based examination marking systems. 
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1. INTRODUCTION  
 
Automated exam marking systems based on 
NLP technology have developed considerably in 
recent years. 
 
From 2012, some researchers began by 
questioning the integrity and confidentiality of 
NLP-based systems specialy the repression of 
dissidents [1], compromising privacy/anonymity 
[2], or profiling [3]. 
 
Indeed, these systems raise questions of security 
and student privacy, although they offer 
advantages such as speed, accuracy, and 
consistency. Even if our paper is not the first 
attempt to comprehensively draw a path to a 
secure NLP-based system, we ensure reliability, 
integrity, authentication, confidentiality and 
availability focusing on key measures that can be 
implemented. 
 
We offer a comprehensive approach that 
includes the use of various security measures. 
The first security issue to be resolved is integrity 
[4]. Many papers written by some researchers 
such as Ukwen, David Okore, and Murat 
Karabatak [5,6] help us to gather enough 
information on the state of cybersecurity and also 
a roadmap for the future. Data integrity can be 
compromised from the training, inference, and 
final deployment phase to transmission over the 
network.To deal with this, we use the encryption 
technique in our article, which hides the real 
information behind a string generated by the 
encryption algorithm. This information can be 
stored securely and transmitted without risk of 
compromise in the event of intentional theft. 
Secondly, data confidentiality must be ensured 
by setting up an access control system to 
prevent intruders from gaining access to 
information in the system. In addition, we explore 
the importance of privacy-protecting techniques 
in improving the confidentiality of exam data, 
such as anonymization and pseudonymization 
[7]. As this type of system is often exposed to 
brute force attack in order to make the services 
unavailable, we suggest to set up decentralized 
architecture [8] and dispatch the services in 
multiple nodes. Finally, we give in the form of 
strategies the factors to focus on such as 
cheating detection to ensure the reliability of the 
results provided by the automatic correction 
system. 

2. RELATED WORKS  
 
One of the main challenges of exam marking 
systems is ensuring the confidentiality of student 
data. This involves securing the system and 
preserving personal data. The use of 
cryptographic techniques is a way to ensure the 
security and privacy of NLP-based exam scoring 
systems. This is explained by the set of 
mathematical tools and methods provided by 
them. A framework that exposes the most 
popular secure multiparty computation primitives 
via common abstractions has been proposed by 
Knott et al. [9]. This practice reduces the risk of 
data breaches. In 2018, Zebua and Taronisokhi 
use the spritz algorithm which is one of the 
cryptographic algorithms to encode the 
computerized test text database record to make 
it harder for attackers to know the original text of 
the test. review [10]. 
 
Using homomorphic encryption is another 
strategy that allows calculations to be performed 
directly on encrypted data without having to 
decrypt it first. In the first review on privacy 
preservation in NLP-based systems, Mahendran 
and al. found that encrypting data at rest and in 
transit will be helpful to prevent unauthorized 
access [11]. Indeed NLP-based marking systems 
process sensitive data which could be leaked to 
unauthorized individuals intentionally or 
unintentionally.  Machine learning applications 
such as test scoring systems can therefore 
benefit from the privacy and security offered by 
homomorphic encryption. 
 
For example, Shiho et al. proposed privacy-
preserving financial data analysis systems 
capable of detecting fraud via homomorphic 
encryption [12]. 
 
Furthermore, blockchain technology has shown 
promise in ensuring the security and privacy of 
NLP-based exam correction systems. Blockchain 
provides a decentralized, unhackable ledger that 
can be used to store and verify exam results. 
Tsai et al. proposed a blockchain-based 
approach that uses smart contracts to automate 
the grading process and ensure fairness and 
transparency of the review process [13]. 
 
Using differential privacy protection is another 
essential step in preventing data breaches. This 
technique ensures that no information about a 
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specific student can be gathered from a query 
result by adding noise to it. Even if this rigorous 
technique seems risky because it can exacerbate 
existing biases in the data and have disparate 
impacts on data by introducing substantial 
fairness issues even when slightly imbalanced 
datasets are used [14], many systems keep 
using it. In 2022, Abahussein et al. used a 
different amount of noise on two separate 
parameters to demonstrate the effectiveness of 
this method [15]. Similarly, RUAN et al. proposed 
a differentially private stochastic gradient descent 
protocol and two optimization methods to avoid 
attacks that solely depend on model access [16]. 
They thus protect sensitive data throughout 
model training and inference. 
 
Tomoaki et al. proposed a k-anonymization 
algorithm to anonymize the data set by analyzing 
the correlation between attributes and generates 
an optimal hierarchy based on this correlation. 
This method thus guarantees the protection of 
privacy [7]. 
 
The above-mentioned research efforts highlight 
the importance of ensuring security and privacy 
in NLP-based exam marking systems. 
 

3. SECURITY COMPONENTS AND 
METHODOLOGIES OF NLP-BASED 
EXAM MARKING SYSTEMS 

 

3.1 The Components of a NLP-based 
Exam Marking System 

 
These systems generally consist of three main 
components, namely (as illustrated in Fig. 1): 

➢ Trained model: this is a NLP trained on data 
triples (reference response, learner response 
and the similarity score between these 
responses) 

➢ User Interface: Allows teachers and students 
to interact with the grading system. 

➢ Data storage system: to store exam results 
in a secure space. 

 
In Fig. 1, the architecture of the GestStudent 
New Generation software is composed of a client 
system through which the teacher and students 
can interact with the grading system. The 
similarity prediction module works with a pre-
trained model on student assessment data. Once 
the similarity prediction between the student's 
corpus and the reference corpus pre-provided by 

the teacher has been made, the student's note is 
stored as well as the corpus is saved for future 
use. 
 

Each of these components poses potential risks 
to student security and privacy, particularly 
regarding the protection of exam data and 
unauthorized access to results. 
 

3.2 Methods and Techniques for Securing 
an NLP-based Exam Correction 
System 

 

Different security methods can be implemented 
in NLP-based exam correction systems, such as 
the use of access controls, cryptography, 
blockchain, etc. 
 

● Access Control: This technique involves 
controlling access to sensitive data, such as 
student information and exam answers, to 
prevent unauthorized access. You can see in 
Fig. 2 that teachers and students both can 
access the system. So we need a way to 
ensure that a student is not going to view 
exam information before the composition 
date. Access control can be used in NLP-
based exam marking systems to restrict 
access to sensitive data to authorized 
personnel only. A common access control 
measure is the use of role-based access 
control (RBAC) [17], which assigns 
permissions based on the user's role within 
the entity. This model consists of the 
following components: 

 

a. Roles: Roles are used to seperate users with 
similar permissions together in a group. For 
instance, the “admin” can be used to group 
users who are allowed to make 
administrative operations in the system. 
Similarly, we can have the role “student” for 
grouping all students and allowing them 
specific permissions. 

b. Permissions: Permissions are used to 
specify the operations that users are allowed 
to perform on NLP services. For example, 
the permission "edit" would allow a user or a 
group of users to edit an object in the 
system. 

c. objects: Objects are the resources on which 
we are going to set permissions. And the 
user will have the right to perform actions on 
objects on which he has permission 
depending on his role. 
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Fig. 1. Architecture of the GestStudent New Generation software coupled with a copy grading 
system 

 

 
 

Fig. 2. Client system sub part of the Architecture of the GestStudent New Generation software 
coupled with a copy grading system 

 
The RBAC formula is represented by: 
 

𝑃(𝑟, 𝑜) = {𝑝1, 𝑝2, . . . , 𝑝𝑛} 
 
where P is the authorization function, r is the 
role, o is the object (i.e. the resource being 
accessed), and p1 through pn are the 
permissions assigned to this role for this object. 
 
● Data encryption: Exam and student data 

stored in the system database can be 
encrypted to protect against unauthorized 
access. Encryption can be achieved using 
standard encryption algorithms, such as AES 
and RSA [11,18]. This technique can also be 
used in NLP-based exam marking systems 
to protect student data privacy. Even further, 
we can proceed to homomorphic encryption. 
This technique allows calculations to be 
performed on encrypted data (exam 

answers) without revealing the underlying 
data [19]. The effectiveness of encryption 
can be evaluated using the following formula: 

  

𝐸 =
𝑁𝑡

𝑁𝑐
× 100% 

 

where E is the encryption strength, Nt is the 
number of unauthorized access attempts 
prevented by the encryption, and Nc is the total 
number of access attempts. 
 

● Network Security: Firewalls and other 
network security tools can be configured to 
protect against network attacks. Users' 
personal information may be protected 
during transmission over the Internet by 
encrypting data in transit using the TLS 
protocol. 

● Intrusion detection and prevention: This 
technique involves detecting and preventing 
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Fig. 3. Scoring system sub part of the Architecture of the GestStudent New Generation 
software coupled with a copy grading system 

 
● unauthorized access to sensitive data. NLP-

based exam marking systems can use 
intrusion detection and prevention 
techniques to detect and prevent 
unauthorized access to student data. Audit 
logs can be used to track user activities and 
detect suspicious behavior. 

● Secure Storage: This technique involves 
storing sensitive data, such as student 
information and exam answers, in secure 
locations to prevent unauthorized access. 
Cloud-based storage services like Amazon 
S3 can be very useful in addressing a 
number of vulnerabilities. 

● Blockchain: Implementing a blockchain-
based system to ensure data transparency, 
immutability, and accountability. It can also 
help prevent fraud and ensure the integrity of 
exam results [13, 20]. 

● Decentralization: Decentralization allows 
data and processing power to be distributed 
among multiple nodes or machines to avoid 
a single point of failure. 

 
As shown in Fig. 3, the system should do many 
operations for each student composing for the 
exam. The system can fail as a result of brute 
force attack which consists of sending a large 
amount of requests to the server to make it 
down. 
 
One strategy would be to use blockchain 
technology. This could provide a safe and 
transparent way to store test results and other 
sensitive data. Additionally, by using smart 

contracts and other blockchain-based tools, it is 
possible to automate certain aspects of the exam 
marking process, further enhancing security and 
privacy [21]. 
 

4. PRESERVING PRIVACY IN EXAM 
MARKING SYSTEMS  

 

Regarding privacy, exam correction                        
systems may contain sensitive information                
about students, so it is important to                           
ensure that their privacy is protected. Students 
have the right to privacy of their personal data, 
such as their names, addresses and exam 
results. 
 

To guarantee the preservation of privacy, several 
techniques can be used. 
 

● Pseudonymization of student data: This 
technique consists of replacing personally 
identifiable information with pseudonyms 
(unique identifiers) in order to protect the 
confidentiality of student data. 

● Differential Privacy Protection: This 
technique involves adding noise to the data 
to prevent identification of individual student 
data. It therefore helps to protect the privacy 
of student data by adding random noise to 
exam responses [22]. 

● Data Anonymization: To maintain student 
privacy, exam data may be anonymized, 
removing all personally identifiable 
information. This ensures that each record in 
a dataset can be distinguished from at least 
k-1 other records [23] 
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5. ASSESSING SECURITY AND 
PRIVACY PRESERVATION IN NLP-
BASED EXAM MARKING SYSTEMS 

 

One should constantly evaluate one's system to 
ensure that it remains non-vulnerable to possible 
attacks and meets the security requirements for 
such systems. 
 

● Security Audit: An in-depth system security 
assessment can be performed by an 
independent security auditor. The audit may 
include an analysis of the system 
configuration, an assessment of security 
vulnerabilities, an analysis of identity and 
access management and an assessment of 
compliance with security standards. 

● Penetration test: Penetration tests are 
simulations of computer attacks that aim to 
assess the security of a system. They 
therefore make it possible to identify 
vulnerabilities and weaknesses in the system 
and can be used to improve system security. 

● Architectural Assessment: Assessing the 
architecture of the exam marking system can 
help identify potential system vulnerabilities 
and security issues. This assessment may 
include an analysis of data processing 
processes, authentication and authorization 
mechanisms, and communication protocols. 

● Incident Management Assessment: Incident 
management describes the processes used 
to detect, report, and manage security 
incidents or data breaches. An incident 
management assessment examines whether 

processes are adequate to minimize risks 
and respond quickly in the event of an 
incident. 

● Privacy Shield Analysis: Privacy Shield 
Analysis can help identify potential privacy 
risks to student data. This analysis may 
include an assessment of data protection 
policies, consent management and users' 
rights to their personal data. 

 

6. STRATEGIES FOR IMPLEMENTING 
SECURITY MEASURES AND 
PRESERVING PRIVACY IN NLP-
BASED EXAM MARKING SYSTEMS 

 
Table 1 provides an overview of the different 
security and privacy measures that can be taken 
in a NLP-based exam marking system, as well as 
some cost optimization tips, the level of security 
afforded and the frequency of recommended 
maintenance. By analyzing these measures in a 
structured way, although a decentralized 
architecture can offer high security, it can be 
dispensed with if it requires a large investment. 
 
A decentralized architecture can be used to 
avoid a single point of failure and increase 
overall system security. But it does require some 
investment in the servers needed to form the 
cluster. To implement it, it is necessary to 
determine the number of nodes with the                  
formula: 
 

𝑁 = 𝑛 × (1 − 𝑝)𝑐  

 
Table 1. Choice of security measures and privacy preservation in NLP-based exam correction 

systems 
 

Measures System security Protection of 
private life 

security 
level 

Cost 
optimization 

Maintenance 
frequency 

Access 
control 

Role-based 
access control 
with strong 
authentication 

- High Free software Regular 

Data 
encryption 

Data encryption 
using the AES 
algorithm 

Encryption of 
personal data 

High Opensource 
libraries 

Regular 

Decentralizati
on 

Decentralized 
architecture using 
blockchain 

Use of smart 
contracts 

Very 
high 

pre-built or 
public 
infrastructure 

Occasional 

Regular tests 
and audits 

Regular 
penetration 
testing and 
vulnerability 
assessments 

Regular updates 
and fixes 

High Free software Regular 
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where N is the number of nodes required to keep 
the system operational, n is the initial number of 
nodes, p is the probability of failure of a node, 
and c is the number of nodes required for 
consensus. 
 
Even better, in the GestStudent New Generation 
software, we have added a browser monitoring 
module to ensure the integrity and authenticity of 
the exam results. Although such a measure 
presents risks in terms of ensuring the protection 
of students' privacy, we were able to develop 
concepts around the subject symbolizing actions 
that could be considered suspicious. It is: 
 
● Collapsing the composition window; 
● Opening new tab different from composition 

tab in browser; 
● Opening new window, different from the 

composition window; 
● Click on the taskbar on Windows or on the 

launcher on Linux Ubuntu; 
● Clicks it in an area of the screen outside the 

composition window; 
● The composition screenshot. 
 
All of these actions are grouped under the 
concept of “Digital Cheating”. 
When the system detects one of its events, the 
student is automatically disconnected from the 
composition interface due to cheating and their 
grade at the end of the exam will be purely and 
simply 00/20. 
 
Note that Table 1 also highlights the importance 
of regularly testing and auditing the system in 
order to identify and correct possible 
vulnerabilities or weaknesses. 
 

7. CONCLUSION 
 
In artificial intelligence-based exam correction 
systems, it is essential to ensure security and 
prevent privacy breaches. This requires careful 
thought and the implementation of appropriate 
measures. In this review, we have identified 
several key measures that can be taken to 
improve the security and privacy of NLP-based 
exam marking systems, including the use of 
encryption, access control, anonymization data 
and browser monitoring. 
 
By implementing these measures, NLP-based 
exam marking systems can be made safer and 
more reliable, while improving the overall quality 
of education. 
 

However, it is important to continue to explore 
new approaches such as emotion detection 
which could be used to identify and prevent 
cheating attempts. Emotion detection 
technologies can also make it possible in other 
places to analyze the behavior of learners in 
order to know what orientation to give to the 
course to make it more explicit. 
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