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ABSTRACT 
 

Onion price forecasting plays a critical role in agricultural planning, market stability, and consumer 
welfare. By predicting onion prices, stakeholders can make informed decisions regarding planting, 
harvesting, trading, and consumption, mitigating risks and ensuring sustainable supply chains. The 
present study aims to forecast monthly wholesale onion prices in Bangalore market by using 
various statistical techniques like Exponential Smoothing, ARIMA, SARIMA, BATS and TBATS 
models. The time series price data from January 2010 to December 2023 was utilized for the study. 
Models were trained on 80% of the data and validated on the remaining 20%. The performance of 
each model was compared based on the two metrics like Root Mean Square Error (RMSE) and 
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Mean Absolute Percentage Error (MAPE). Results revealed that the TBATS model was performing 
better as compared to other six models with less RMSE of 281.30 and MAPE of 0.1544 
Additionally, the residuals of the TBATS model exhibited a random distribution. Therefore, the 
onion prices for January 2024 to December 2024 were forecasted using the TBATS model. 
 

 
Keywords: Forecasting; ARIMA; SARIMA; BATS; TBATS. 
 

1. INTRODUCTION 
 
Onion is one of the most important vegetable 
crops for household consumption and also for 
foreign exchange earner among the fruits and 
vegetables. It is considered as a most sensitive 
commodity due to sudden price fluctuations [1]. 
Karnataka, with an area of 230.40 hectares, is 
the second-largest cultivator of onions after 
Maharashtra, producing a yield of 11,548     
quintals (Agricultural statistics at a glance)                      
[2]. Price forecasting of agricultural commodities, 
such as onions, holds significant importance                   
in agricultural economics, particularly in                   
regions like Bangalore, Karnataka, where the 
onion market plays a crucial role in the local 
economy.  
 
Price forecasting is a critical component in the 
economic management of a nation, particularly in 
the agricultural sector where prices can fluctuate 
across various markets within a country. These 
fluctuations are influenced by factors such as 
supply and demand dynamics, weather 
conditions, transportation costs, government 
policies, and market infrastructure. Therefore, 
accurate forecasting techniques, including 
statistical models, econometric models, and 
machine learning algorithms, are essential for 
predicting future price movements. 
Understanding regional differences and 
incorporating local factors into forecasting 
models is also crucial for precise predictions. By 
effectively forecasting agricultural commodity 
prices, policymakers and stakeholders can make 
informed decisions to mitigate risks, optimize 
resource allocation, and ensure stability in 
agricultural markets, thus contributing to the 
overall economic stability of the nation. Price 
drops directly impact the farmers when the price 
is lower than the cost of cultivation and on the 
other hand price spikes can disrupt consumer 
budgets. A forehand estimate can help to adapt 
to probable changes depending on the trend, 
seasonality or cyclical pattern. Forecasting using 
several statistical techniques empowers the 
analysts with the ability to make forehand 
preparations in times of prospective predicted 
changes. 

This study aims to utilize statistical models for 
forecasting and to identify the model that best 
captures variations in the data. Modeling serves 
as a fundamental analytical tool in modern 
statistical analysis. Exponential smoothing 
models are forecasting techniques that assign 
weights to observed time series data based on 
the timing of observations. Recent observations 
are given higher weights, while past observations 
receive less weight. In this analysis, various 
exponential smoothing methods such as Simple 
Exponential Smoothing, Double Exponential 
Smoothing, and Triple Exponential Smoothing 
are employed. Additionally, the classical time 
series Autoregressive Integrated Moving Average 
(ARIMA) model and Seasonal Autoregressive 
Integrated Moving Average (SARIMA) model is 
utilized, where present observations are 
regressed on past observations and error terms. 
Furthermore, BATS and TBATS models helped 
improve forecasting accuracy and capture 
complex seasonal behaviour in time series data. 
Different forecasting methods are employed for 
forecasting the commodity prices in literature. 
Shahini [3] forecasted potato price using Holt-
Winters and ARIMA models. Kozuck et al. [4] 
compared the neural networks with classical 
approaches like ARIMA, BATS and TBATS in 
case of timber price forecasting. Various 
researchers like Areef [5], Suresha et al. [6], 
Beniwal [7], and Kumar and Kumar [8] employed 
different statistical and machine learning 
techniques to forecast the onion prices in 
different markets of India. 
 

2. METHODOLOGY 
 

2.1 Data Description 
 
Data on onion prices spanning from January 
2010 to December 2023 were gathered from the 
AGMARKNET website (http://agmarknet.gov.in), 
with a particular emphasis on the Bangalore 
market in Karnataka state. These prices                   
reflect the modal prices in a given month, which 
are deemed superior to monthly average                    
prices as they represent the predominant 
proportion of the commodity marketed during that 
month. 
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2.2 Methods 
 
The prices of onion were modelled using 
Exponential Smoothing methods, ARIMA model, 
SARIMA model, BATS model and TBATS model. 
 
2.2.1 Single Exponential Smoothing (SES) 
 
In 1963, Brown [9] introduced a method to 
estimate future values using a single weight or 
parameter. This technique assigns more 
weightage to recent observations and less 
weightage to distant observations. 
 

𝐹𝑡+1 = 𝛼𝑌𝑡 + (1 − 𝛼)𝐹𝑡 
 
Where, α is a smoothing parameter taking values 
in the interval (0, 1). 
 

𝐹𝑡 = the forecasted price at time t. 

𝑌𝑡 =actual price at time t. 
 
2.2.2 Double Exponential Smoothing (DES) 
 
It is also known as Holt’s linear method. Simple 
exponential smoothing (SES) is not effective in 
predicting time series with a local linear trend to 
address this limitation, Holt [10] proposed an 
extension of SES called Holt's method. This 
method includes an additional updating equation 
for the slope (trend), resulting in improved 
forecasts for time series with a local linear trend. 
 

𝐿𝑡 = 𝛼𝑌𝑡 + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1) 

𝑏𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1 

𝐹𝑡+𝑚 = 𝐿𝑡 + 𝑚𝑏𝑡 
 
Where,  
 

𝐿𝑡= Level at time t 

𝑏𝑡= Trend at time t 
𝐹𝑡+𝑚= Forecast value for m period ahead 

𝛼, 𝛽 = Smoothing parameters ranging from 0 
to 1. The combination of these parameters is 
selected based on minimum RMSE value. 

 
2.2.3 Triple Exponential Smoothing (TES) 
 
It is also known as Holt-Winter’s Exponential 
Smoothing (H-WES) method. The Holt- Winter’s 
method is based on three smoothing equations, 
one for level, one for trend, and one for 
seasonality. It is similar to Holt’s method, with an 
additional equation to deal with seasonality. Holt-
Winter’s Exponential Smoothing (H-WES) 
methods are widely used when the data shows 
trend and seasonality. In this study the 

multiplicative model is used as the seasonal 
variation over time is observed. The four 
equations for the model are given as follows: 
 

𝐿𝑡 = 𝛼
𝑌𝑡

𝑆𝑡

+ (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1) 

𝑏𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1 

𝑆𝑡 = 𝛾
𝑌𝑡

𝐿𝑡 − 𝑌𝑡

+ (1 − 𝛾)𝑆𝑡−𝑠 

𝐹𝑡+𝑚 = 𝐿𝑡 + 𝑚𝑏𝑡 + 𝑆𝑡−𝑠+𝑚 
 
Where, 
 

 𝑠= length of seasonality 

𝐿𝑡= Level at time t 

𝑏𝑡= Trend at time t 
𝑆𝑡= Seasonal component at time t 

𝐹𝑡+𝑚= Forecast value for m period ahead 

𝛼, 𝛽 𝑎𝑛𝑑 𝛾 are level, trend and seasonal 
smoothing constants or the weights 
respectively, which lies between 0 and 1. The 
combination of these parameters is selected 
based on minimum RMSE and MAPE value. 

 
2.2.4 Autoregressive Integrated Moving 

Average (ARIMA) model 
 
In an autoregressive integrated moving average 
model, the future value of a variable is assumed 
to be a linear function of several past 
observations and random errors (Box and 
Jenkins) [11]. Theoretically ARIMA model 
includes three components: Auto-Regressive 
(AR), Moving-Average (MA), and Integrated (I) 
terms. The first two components are expressed 
in equation. 
 

 
 

where   is a number strictly between −1 and +1, 

and  are the weights, and p is the order of the 

AR model, and q is the order of the MA model. 

Here, t ’s are independently and normally 

distributed with zero mean and constant variance 
2   t =1,2, …, n.  

 
2.2.5 Seasonal Autoregressive Integrated 

Moving Average (SARIMA) model 
 
When time series data have seasonal 
component, SARIMA model is employed. 
SARIMA model is characterized by SARIMA (p, 
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d, q) (𝑃, 𝐷, 𝑄)𝑠  Here, p and q are orders of non-
seasonal autoregressive and moving average 
parameters respectively, whereas P and Q are 
the seasonal autoregressive and moving average 
parameters respectively. Also ‘d’ and ‘D’ denote 
non-seasonal and seasonal differences 
respectively Makridakis et al., [12]) and it is given 
by 
 

 (1 − 𝜑𝑝𝐵)(1 − Φ𝑃𝐵𝑠)(1 − B)(1 − 𝐵𝑠)𝑦𝑡 =

(1 − 𝜃𝑞𝐵)(1 − Θ𝑄𝐵𝑠)𝜀𝑡 

 
where,  
 

B=backshift operator,  
s =seasonal lag, 

 𝜀𝑡= sequence of error ~ N (0, 𝜎2),  
𝛷’s  and 𝜑’s  = the seasonal and non-
seasonal autoregressive parameters 
respectively 
 Θ’s  and 𝛳’s  = the seasonal and non-
seasonal moving average parameters.  

 
2.2.6 BATS (B: Box-Cox transformation A: 

ARIMA errors T: Trend S: Seasonal 
components) model 

 
The Box-Cox transformation is a method used to 
stabilize the variance and mean of a time series 
by applying a power transformation. It helps in 
making the series stationary. The BATS model, 
an extension of the Double-Seasonal Holt-
Winter’s (DSHW) method, incorporates the Box-
Cox transformation, ARMA errors, trend, and 
multiple seasonal patterns to improve forecasting 
accuracy and capture complex seasonal 
behaviour in time series data. De Livera, [13].  
 

 𝑦𝑡
(𝜔)

= {
𝑦𝑡

𝜔−1

𝜔
;  𝜔 ≠ 0

log 𝑦𝑡   𝜔 = 0
 

 𝑦𝑡
(𝜔)

= 𝑙𝑡−1 + ∅𝑏𝑡−1 + ∑ 𝑠𝑡−𝑚𝑖

(𝑖)𝑇
𝑖=1 + 𝑑𝑡 

       𝑙𝑡 = 𝑙𝑡−1 + ∅𝑏𝑡−1 + 𝛼𝑑𝑡 
        𝑏𝑡 = (1 − ∅)𝑏 +  ∅𝑏𝑡−1 + 𝛽𝑑𝑡 

      𝑠𝑡
(𝑖) = 𝑠𝑡−𝑚𝑖

(𝑖)
+ 𝛾𝑖𝑑𝑡 

      𝑑𝑡 = ∑ 𝜑𝑖

𝑝

𝑖=1

𝑑𝑡−𝑖 + ∑ 𝜃𝑖

𝑞

𝑖=1

𝜀𝑡−𝑖 + 𝜀𝑡 

 

where, 𝑦𝑡
(𝜔)

 represents Box–Cox transformed 

observations with a parameter 𝜔  at time t, m1 ,…,  

mT  denote the seasonal periods, 𝑙𝑡  is the local 
level at time t, b is the long-run trend and  𝑏𝑡 is 

the short-run trend at time t, 𝑠𝑡
(𝑖) indicates the ith 

seasonal component at time t, dt represents an 
ARMA (p, q) process, 𝜀𝑡  is a Gaussian white- 

noise process with zero mean and constant 
variance σ 2, and the   smoothing parameters are 
given by α, β, and 𝛾𝑖  for i= 1 , . .. ,  T. The model 
was represented by BATS (𝜔,(p, q), ∅, m1, m2 ,…, 

mT), where, 𝜔 is the Box–Cox transformed value, 

(p, q) is ARMA components,  ∅  dampening 
parameter, mi  represents ith seasons. 
 

2.2.7 TBATS (T: Trigonometric B: Box-Cox 
transformation A: ARIMA errors T: Trend 
S: Seasonal components) model 

 

To address issues with high frequency and non-
integer seasonality, the TBATS (Trigonometric 
seasonality, Box-Cox transformation, ARMA 
errors, Trend, and Seasonal components) model 
was introduced as an extension of the BATS 
(Box-Cox transformation, ARMA errors, Trend, 
and Seasonal components) model. It adapts the 
following equations: De Livera et al., [14]. 
 

 𝑠𝑡
(𝑖) = ∑ 𝑠𝑗,𝑡

(𝑖)𝑘𝑖
𝑗=1  

               𝑠𝑗,𝑡
(𝑖)

= 𝑠𝑗,𝑡−1
(𝑖)

cos 𝜆𝑗
(𝑖)

+ 𝑠𝑗,𝑡−1
∗(𝑖)

sin 𝜆𝑗
(𝑖)

+ 𝛾1
(𝑖)𝑑𝑡 

               𝑠𝑗,𝑡
∗(𝑖)

= −𝑠𝑗,𝑡−1 sin 𝜆𝑗
(𝑖)

+ 𝑠𝑗,𝑡−1
∗(𝑖)

cos 𝜆𝑗
(𝑖)

+ 𝛾2
(𝑖)𝑑𝑡 

 

where, 𝛾1
(𝑖) and  𝛾2

(𝑖) are the smoothing 

parameters, 𝜆𝑗
(𝑖)

=
2𝜋𝑗

𝑚𝑖
, 𝑠𝑗,𝑡

(𝑖)
  describe the 

stochastic level of the ith seasonal component, 

𝑠𝑗,𝑡
∗(𝑖)

 describe the stochastic growth of the ith 

seasonal component, 𝑘𝑖  is the number of 
harmonics required for the ith seasonal 

component, 𝑘𝑖 =
𝑚𝑖

2
 for even values of mi,  and  

𝑘𝑖 =
(𝑚𝑖−1)

2
 for odd values of mi. 

 

2.2.8 Model evaluation criteria  
 

The model performance was evaluated on 
important criteria like Root Mean Square Error 
(RMSE). 
 

RMSE= √  
1

𝑛
∑ (𝑌𝑡 − �̂�𝑡)

2𝑛
𝑡=1  

 

where, n is number of observations, 𝑌𝑡 and �̂�𝑡 are 
the actual and forecasted price at time t. lower 
value for the metrics denotes a more accurate 
prediction from the model. 
 

3. RESULTS AND DISCUSSION  
 

3.1 Descriptive Statistics 
 

The descriptive statistics is depicted in Table 1. 
Which reveals that the average price of onion in 
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Bangalore market is 1447 Rs/quintal and the 
price ranges between 461 to 8568 during the 
study period and high CV of 69.88% indicates so 
much variations in the price data. Time plot of the 
average monthly onion price for the original 
series is presented in Fig. 1. 
 

Table 1. Descriptive statistics of Onion price 
in Bangalore market of Karnataka 

 

Statistics Price 

Observations 168 
Mean (Rs/quintal) 1447 
Minimum 461 
Median 1130 
Maximum 8568 
SD 78.02 
CV 69.88 
Skewness 3.01 
Kurtosis 15.14 

 

3.2 Modelling of Price Data 
 

Initially, Exponential Smoothing techniques were 
employed to model the price data. The estimated 
smoothing parameters for all three exponential 
smoothing models are presented in Table 2. 

Before fitting an ARIMA model, the Augmented 
Dickey-Fuller (ADF) test was employed to test 
the stationarity of the data. The data was found 
to be non-stationary; hence, first-order 
differencing was used to make the data 
stationary. The results of the ADF test are 
depicted in Table 3. 
 
By using the auto. arima function in R software, 
we found that ARIMA (1,1,2) is the best model 
with a lower AIC value of 2279.316. The 
parameters estimated for this model are given in 
Table 4. To check the seasonality of the data, we 
used the Kruskal-Walli’s test. The test suggests 
that there is seasonality; hence, we utilized 
SARIMA models to fit the data. Based on the 
lower AIC value, we suggest that ARIMA (1,1,2) 
(1,0,0) [12] is the best fit model, and the 
parameter estimates of the model are presented 
in Table 5. 
 
Further, we employed BATS and TBATS models 
to deal with high frequency and non-integer 
seasonality present in the data. The parameter 
estimates of both the BATS and TBATS models 
are depicted in Table 6. 

 

 
 

Fig. 1. Monthly average wholesale price of Onion in Bangalore market, Karnataka 
3.2 Modelling of Price data 

 

Table 2. Estimated parameters of the Exponential Smoothing models 
 

Model Parameter Estimate AIC 

SES Alpha (Level) 0.9999 2628.066 

DES Alpha (Level) 0.9999 2632.183 
Beta (Trend) 0.0001 

TES Alpha (Level) 0.9991 2462.176 
Beta (Trend) 0.0082 
Gamma (Seasonal) 0.0005 
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Table 3. Augmented dicky fuller test results 
 

Data ADF test Lag order p-value 

Original -3.19 12 0.093 
First Differenced -4.94 12 0.01 

 

Table 4. Estimated parameters of ARIMA (1,1,2) model 
 

Parameters Estimate S.E. p-value 

AR1 0.53 0.10 0.000 *** 
MA1 -0.53 0.11 0.000 *** 
MA2 -0.43 0.10 0.000*** 

***: Significant at 0.1% 
 

Table 5. Parameter estimates of SARIMA (1,1,2) (1,0,0) [12] model 
 

Parameters Estimate S.E. p-value 

AR1 0.54 0.10 0.000 *** 
MA1 -0.54 0.11 0.000 *** 
MA2 -0.42 0.10 0.000*** 
SAR1 -0.02 0.09 0.80 

***: Significant at 0.1% 

 

3.3 Model Accuracy Evaluation 
 
Model performance was evaluated using Root 
Mean Square Error (RMSE) and Mean Absolute 
Percent Error (MAPE) metrics. The fitted model 
along with its RMSE and MAPE is given in Table 
7. TBATS model outperformed the other six 
models with less RMSE of 281.30 and MAPE of 
0.1544 for the testing data set. The randomness 
of residuals of TBATS model was tested using 
Ljung- Box test and results presented in Table 8 
indicates that the errors are random in nature 
hence onion prices can be forecasted using 
TBATS model. 
 

3.4 Forecasting of Monthly Onion Prices 
 
TBATS model was employed to forecast the 
monthly onion prices in Bangalore market from 
January 2024 to December 2024. The forecasted 
prices are depicted in Table 8 and the onion 
prices are expected to be high in November and 
December. The graph showing observed and 
fitted values is depicted in Fig. 2. These                   
results will assist farmers and stakeholders in 
decision-making regarding planting, harvesting, 
trading, and consumption. This will help               
mitigate risks and ensure sustainable supply 
chains. 
  

 
 

Fig. 2. Plot showing observed vs fitted values by TBATS model 
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Table 6. Parameter estimates of BATS and TBATS model 
 

Model *Box-Cox 
transformation 
(Omega) 

Smoothing parameter Phi ARMA coefficients Prediction error 

Alpha Beta Gamma  AR coefficients MA coefficients Sigma AIC 

BATS (0.002, 
{1,2}, -, {12}) 

0.002 
 

-0.002 - -0.108 - 0.865 
 

0.247 
-0.122 

0.228 2368.70 

TBATS (0, 
{0,0}, 0.8, 
{<12,2>}) 

0 1.396 -0.355 Gamma 1  
-0.0004 

0.8 - - 0.240 2368.95 

Gamma 2  
0.001 
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Table 7. Model accuracy evaluation 
 

Model RMSE MAPE 

Training Testing Training Testing 

SES 749.56 407.61 0.2282 0.2510 
DES 749.87 411.39 0.2311 0.2539 
TES 592.86 425.27 0.2370 0.2676 
ARIMA 673.35 328.83 0.2304 0.1975 
SARIMA 673.17 329.03 0.2302 0.1981 
BATS 559.33 294.99 0.1894 0.1750 
TBATS 589.36 281.30 0.1713 0.1544 

 
Table 8. Residual diagnostics test 

 

Models 
 

Ljung-Box test 

Test statistic p-value 

TBATS 0.096 0.757 

 
Table 9. Monthly wholesale prices of onion in Bangalore market forecasted using TBATS 

model 
 

Month Price (Rs/quintal) 

Jan-24 1971 
Feb-24 1473 
Mar-24 1131 
Apr-24 994 
May-24 1032 
Jun-24 1195 
Jul-24 1414 
Aug-24 1622 
Sep-24 1810 
Oct-24 1993 
Nov-24 2112 
Dec-24 2032 

 

4. CONCLUSION 
 
The study employed various statistical 
techniques, including Single Exponential 
Smoothing (SES), Double Exponential 
Smoothing (DES), Triple Exponential Smoothing 
(TES), Autoregressive Integrated Moving 
Average (ARIMA), Seasonal Autoregressive 
Integrated Moving Average (SARIMA), BATS, 
and TBATS, to model the monthly time series 
data of onion price. Among the fitted models, 
TBATS outperformed the other six models with a 
lower RMSE in the testing dataset. The residuals 
of the TBATS model were found to be random in 
nature, indicating its suitability for forecasting. 
Consequently, it was selected to forecast the 
monthly wholesale prices of onions in the 
Bangalore market from January 2024 to 
December 2024. The study predicts that onion 
prices are expected to be high in November and 
December month of 2024. These results will 

assist farmers in planning production and in 
assessing and managing price risks. 
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